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ABSTRACT

An operator-microprocessor intsractive Operating System
has been daveloped for the Time Domain Radar Laboratory
(TDRL) . The Operating System performs signal acquisition
and averaging, real time and frequency domain computations
and provides outputs in easily evaluated graphic displays.
Target classification is mads2 by analysis of either impulse,
step or raap responses. A noise-reduction signal
optimization technique is implemantad. Numerous
measurements of known and unknown targets are made using
various antennas and results are compared to theory.
Targets are classified. Antsnna parameters are established.
Algorithms using the specialized <featurss of the host
Graphic System are tailored to the requirements of the TDRL

for a detailed graphic presentation of procassed data.
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s QDUCTION

A. OVERVIEW

Briefly stated, direct time-domain techniqﬁes for
transient radiation and scatteriang ars broadly concerned
with the response of some object of iaterest, either
equipment or a target, ¢5 non-monochromatic electromangetic
sources., The analysis is done in the time-domain, with tinme
treated as an explicit indepeandant variable in_ mos* methods.

In the past, frequency domain analysis has been the
primary means of analyzing non-monochromatic EM phenomena.
Time-domain solutions in closed-form were almost impossible
to obtain, except in certain very simple cases. The amount
of computational work raquired was correspondingly
significant. No practical aides were available to assist in
performing the operations prior to the development of fast
computer systeas.

Another limitation vas the requiresment <that the
time~-domain response be as nearly an impulse as possible and
thus possess a broad band of frequencies. Bardware was

raquired to produce very short pulse waveforms.

16




The situation changed radically with <+the widescale
introduction of <computers capable of perforaing rapid
computations 1involving 1large numbers of iterations in
relatively short periods. This, coupled with <*he rapid
maturing of short-pulse hardware technology, soon wmade
possible the application of time-domain techniques to a wide
variety of eletromagnetic probleas.

Miller and Lan3it [Ref. 1] 1list som2 advantages of
direct time-domain solutions over frequency domain
treatments of transient probleas. They are:

1. Greater solution efficiency for many types of EN

probleas.

2. More convenient handling of non-linearities.

3. 1Improved physical insight and interpretablility of EN
phenosenon.

4. Availability of wide-band information from a single
calculation.

5. Opportunity to isolate interactions, using tiaze range
gating (e.g., pulse reflections froa distant objects
not of interest, etc.,).

The major disadvantage & the increased coaplexity of
the computer iamplemsentation of a time-domain program as

opposed to one involving frejuency domain techniques. Thaere

17




is also a corresponding difficulty in the softwvare
development and its practical use. Finally, the
computational time may be significantly jgreater than that
required of other technigues.

The applications for times-domain technijues are diverse.
Transient analysis can be usad to directly evaluate the
transient charactaristics of new antenna designs,
determining such parameters as driving point curreats,
radiated far fields and nesar fields, and assisting ia
determining antenna 3ain. Tha2se methods may also be used in
determining the degree of coupling due to electromagnetic
pulses (EMP) generated bz2cause of 1lightening during a
nuclear detonation. Pinally, time-domain techniques aay be
directly applied in the solution of the iaverse scattering
probles involving the receiving and scattering properties of
a large category of target types.

As time~domain transiant techniqgues ara further refined,
it can be expected that a gr2ater number of uses will be

identified.

B GREVIEWR OF TRANSIENT E¥ ANALYSIS TECHNIQUES
There are three broad categories of techniques

iden~ifiable in the literature involving transient analysis.

18
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They are direct (time~3omain) techniques, transfora
(frequency domain) technigues, and hybrid
techniques. [Ref. 2] This report is only interested in
direct technigues and will not review tha others,
1. pPhysical Optics Inverse Scattering

The earliest techniguas davelopad involved physical
optics inverse scattering. Kennaugh and Cosgriff [Ref. 3]
in 1958 proposed that the Jiapulse response of a scattering,
conducting body is simply the second ia2rivative of the
projected area function of the body if physical optics
currents are postulated on the surface. If a target is
illuminated with an incident ramp plane wave, +¢then the
projected area function of the target is directly
proportional to the far-scattered ramp response. This is
only an approximate ralationship, however, since it is based
on the assuaption of physical optics currents.

A more direct and precise ramp response techanique
vas suggested by Kennpaugh and Moffat [Ref. 4] in 1965.
They predicted - satisfactory approximate ramp response
signatures could ba obtainad with narrower bandwidth
interrogating signals than that required for the impulse

response.
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The above technigues vwere generally applicable for
targets vhick were rotationally symmetric and for <hom the
dizection of the elactromagnetic field incidence was axial.
In 1976, Young (Ref. 5] demonstrated that a volume estimate
can pe obtained froa the ramp response wavafora. He further
extended the raap response tachnique to arbitrarily shapead
targets with the incident field being other than axial.

2. "Exact® Ipverse Szattaripng Method

Another aethod which iaproves upon the physical
optics inverse scattering thaory is the "exact" inverse
scattering amettod first suggested by Bennett et. al.,
(Ref. 6] in 1974, and further refinad in 1977. {Ref. 7]
The inverse scattering problem is solved using an inversion
of a space~-time intagral. The method takes into account the
backscatter response 5>f the target, the direct effect of the
incident electroamagnetic field, and the carrection currents
flowing on the target surface. Theoretically, by completely
describing the interac*ions of the two <components of the
surface currents, 2 close approximation of the target shape
is possible. The actual implementation is 1limited to
rperfectly” conducting scattarers. ¢ is this method wvwhich
has been selected for use in the Naval Postgraduate School

Time Domain BRadar Laboratory (TDRL).

20




3. other Methods

Other methods that have been developed, although to
a less satisfactory degree of accuracy +than the inverse
scattering aethods, includ2 radar targst identification
methods. Only a finite number of solutions (targets shapes)
are allowed as opposed ¢to the nearly infinite number
possible using inverse scattering. The models of targets
are stored for parameter comparison with actual <ceturns.
Certain parametric aspects of a wideband illuminating
signal, such as natural resonance frequencies and
polarization of the reaturn, arg used. Other similar methods
uée amplitude and phase diffsrences or special propertias of
Rayleigh region scattering. All these aethods are limited
in practical application.

Still another important and powerful method
considers multifregquency target illumination using existing
radars to simultaneously illuaminate “argets with VHF, UHP, L
and S band radar frequencies with circular polarization.
[Ref. 83 Circular polarization eliminates any polarization
angle dependance the signal aight have. This approach
§llows for the 1inclusion of all radar system parameters
(such as antenna gain, noise level, range, etc.) in the

identification algoritha. The technigue further

21
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demonstrates that the target shape information may be
obtained with a high degree of accuracy <from radar systeams
correctly tailored to ¢th=z problem of general target

identification.

C. REVIEW OP TDRL PROGRESS AT NPS

Three requirements were initially idantified. First, a
method had to be chosen from the technigques 1listed above.
Secondly, the construction of a physical laboratory ¢o
perfora the required ameasursments in support of <the chosen
technique had to be designed and built. Thirdly, an
alogoritha had to be devaloped -employing ¢the selected
technique for laboratory use.

As stated above, <the "evact" inverse scattering aethod
suggested by Bennett was the scheme chosen. To support
this, vork began in January 1980 whare evaluation of various
designs to be used in constructing a Time Domain Radar
Laboratory at the Naval Postjyraduate School vas carried out
by Capt. C. W. Hammond, US¥C, as a thesis project. dork vas
essentially completad w#ith the erection of the laboratory
and interfacing of hardware in September, 1980. [(Ref. 9)

In support of the TDRL, LCDR Meir Morag, Isreali Navy,

began, as a thesis project, the developa2nt of an "“exact®
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inverse scattering algorithm in September, 1980. The
algorithm was coapleted in March 1981 [Ref. 10] However,
the program was developed in FORTRAN, a language not used by
the TDRL computer systen. A translation to BASIC and
adaptation of the cod2 was necessary ¢o reduce memory
storage requir2ments and to 2nsure computational times were
of rz2asonable lengths.

The final step in the establishment of the TDRL was the
validation of the 1laboratory in confirming the work of
Hammond and Morag. This is one of the principal aias of

this project.

D. THESIS OBJECTIVES

The objectives of this thasis are to:

1. Develop a working software program which will acquire
and prepare transient response data from various
targets for input to the time-domain integral
eguation.

2. To show that through signal processing, the effects
of the receiving antsnna can be neglesctegd, and the
response to arbitrary specified exciting wvaveforas
can be constructed, or "synthesized", using PPFT

techniques.
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3. Validate the TDRL.

The main effort has bheen directed +oward the dsvelopament
of a user oriented computer program «hich will allow the
determination of +he second objective and prepare the
transient domain data for input into the numerical
time-domair integral equation. The shape of the object
being observed is displayed both before and after correction
factors are applied. The shape of the object was developed
from the ramp response of tha impulse function applicable to
the target. The program wvas also made compatible with the
input of data to an alternats natural resonance frequency
target identification technigue, using Prony's method, which
is being developed by LT Dematrius Papaspiridakos, Hellinic
Navy, as a thesis project.

This report first describes the physical structure of
the TDRL. It then derives the relevant time-domain integral
equations for both the raiiation and inverse scattering
solution for simple axisymmetrical, perfectly conducting,
closed surfaces in Chapter IIIf. ¥ext, it discusses and
develops the numerical solutions to the integral equationms.
In Chapter Vv, the implementation of the complete computer
code is presented. And finally, measurements that are
relevant to the validation and confirmation of previously

developred concepts are raported.
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This thesis is the third to be producei for ¢his major
project at the Naval Postgraduate School. I+ marks a point
of departure in that essentially all the preliminary work
which will allow for the effective use of the TDRL has been
performed with validation. The laboratory is, fcr the most
part, ready for appli=d research involving transient

+ime-domain analysis.
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II. PHYSICAL DESCRIPTION OF TDRL

A. INTRODUCTION

As stated in Chapter Y., the primary thrust of this work
is to provide a practical working alogorifha to serve as +the
principal link between the acjuisition of transient data for
targets situated on the TDRL scattering range, and the use
of that data in the inverse scattering algorithm.

The work perforaed on this project is a direct extension
of the preliminary wvork performed by Hammornd in thke
construction of <the Naval Postgraduate School Tiae Doamaia
Radar Laboratory (TDRL), and by Morag in the developaent of
the numerical integral ejuation algorithm for the solutiom
of the inverse scattering problza involving axisyamametric
targets.

The results obtained by Haamond and Morag are
assentially cospleaentary. Howvever, the' independant
approaches each took in <¢ha2ir vork, particularly in the
selection »>f unra2lated processing . jachines for data
processing, made necessary certain practical modifications
to the TDRL. It 4is germarne to reviev the basic work of

Hammond and discuss those moiifications aais. Such a review
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will also allov for the setting of a f£rame of referance to
aid in the explanation of <the linking algorithm developed

and results obtained in *his project.

B. PHYSICAL DESCRIPTION OP TDRL
The physical set-up of the TDRL 1is shown in Figure 2.1.
As can be seen, the TDRL can be broken functionally into
three groups:
1. The Impulse 5Sesnerator Source Group
2. The Imaging Plane Group
3. The Sampling Receiver and Signal Processing Group
Basically, the TDRL is an open system designed to determine
the transfer function of a target from its backscattered
radiation. Scattering measurements are bi-static. A
jescription of each functional group follows.
1. gSourge Group
This group consists of a single iten, a Video
Communications OHP Impulse Senerator, Model 1000. This
generator is the source of the transmitted pulse and also
provides the triggering signal which synchronizes the Signal
Processing 3roup to the transaitted signal.
The Impulse Senerator is specified to provide a

fixed amplitude 45- volt pulse with a maxisum rise time of
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Pigure 2.3. Source Pulse from Generator

370 picoseconds. Pigure 2.3 is a typical wavefora as
measured on a Tektronix S-6 Sampler Head by the
manufacturer.

The output of the Impulse Generatdr as measured at
the TDEL as measured by the Operating Systeam is given in
Pigure 2.4, and Pigure 2.5 as photograpaed from the DPO
directly. To set full waveform presentation on the measuring
oscilloscope, 30dB attenuation was applied to the generator
output, Taking the attenuation into consideration, the
seasured peak value 2f voltage (1.4604 volts) gives the
actual output of the generator to be 46.2 volts. This is

abocut 3% better than rated. The rise tia2 5f tke output is
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TARGET: RUN DATE DIST  ANT TGT REMARKS
o 1 6-26-81 N/A H@ 777 GENERATOR WAVEFORM

MAXIMUN PEAK VALUE (VOLTS) 1.1284
MINIMUM PEAK VALUE (UOLTS) -9.3320
RMS VALUE (VOQLTS) 0.4214
. MEAN VALUE (UOLTS) 0.08009
NUMBER OF HWAVEFORMS AUERAGED = 1 OPTIMI2ATION VALUE = 8
r
DIRECT WAVEFORNM
l.GOL
8.358}
8.008
$ 4 _¢—.
€-9 SEC
8.350 1.00 1,38 2,00

Pigure 2.4. Source Waveform Measured at TDRL

about 250 picoseconds, also better than specified by the
manufacturer, by about 48%.

Some notabla features of the generator used in TDRL
measurements are a variable trigger repetition rate froa 10
Hz ¢o 1 MNHz and an adjustable delay from S0 %o 150
nanoseconds. All outputs are matched into> a S0-oha load.
The generatosr allows rapid acguisition of highly coherent,
repetitive waveforas. This is an important feature when
attempting to maximize signal-to-noise ~ratio through signal

averaging.
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Figure 2.5. DPO Waveform--UHP Impulse Generator

The Video Communicatiosns Impulse Generator replaces
a Tektronix Type 109 impulse generator used by Hammond. The
completely solid-state electronics of ths Mark 1000 has
proven more reliable in producing a r=2latively noiseless,
pulse-to-pulse coherent sigral than did the reed-switched
Type 109. The Type 109 had a2 fixed pulse repetition rate at
about 720 pulses per second. This is a very limiting factor
vhen atteapting %o noise average a signal.

The impulse sd>urce is connected to the transmitting
antenna via a 3.2 ameter RG-~84/0 coaxial cable. This cable
servas both as a conductor of the source pulse and a short
delay element to tha transmitted signal.
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2. lmaging Plane Group
The Imaging Plane Group consists of four 2lements
the transaitting antenna, the receiviny antenna, the
target, and the imaging plane.
a. Transaitting Antanna

The transmitting antenna is a 6.4-meter endfed
aonopole, It extends vertically from +the ground plane and
produces a vertically polarized EM Zield.

b. Receiving Antenna -~ Transverse Electromagnetic

Horn (TENM)

Hamaond explored a variety of receiving antenna
types to be used in the TI'DRL. The most useful is the TEN
horn antenna in that it has the following advantages over
the other antennas considered:

1. Bettaer directivity.

2. Less Attenuation.

3. Mobility on the image plane.

4. A readily variable characteristic impedance.

S. Relatively fresquency indzpendant over a wideband.

The TEM Horn used in the TDRL is physically an
open sided pyrimidal structure when deployed. It is a
single piace gf £lat sopper, about tma thick and triangular

in shape. Pigure 2.6 gqives the relevant dimensionms. The
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je— 432 mm — >

Pigure 2.6. TEM Horn Dimensions

hole at the apex of the antenna allows for connec+ing to the
receiving cable.

The receiving horn antenna is mounted in a three
dimensional trapezoilal support mount with quarter-inch
plexiglass walls on the top, bottom, and sides. The front
and rear are open to allow easy insertion of the copper
platas. The dimensions and shape of ¢the mount are given in
Pigure 2.7 All dimensions are outside wall measurements.

The £lat copper antenna is slipped into the
front of the plexiglass aount and protrudes through the

back. A cdoaxial cable is connected ¢o the back with an ¢f
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Figure 2.7. TEN Horn Support Mount Dimensions
end-connector and hand-tightened screw. See Figure 2.13 for

a diagram of the asseably of the connection point. The

antenna is physically supported witiin <the aount by grooves
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cut into

jrooves

serve to

and running along the 1langth of each side. The

fix the £flare angle of ¢the antanna at

approximately 24.10,

dimensions of the nmount were chosen for

reasons of practicality, being the mos* appropriate for the

material available
and antenna

The mount also

weather

plexiglass

and providing a reasonable flare angle

characteristic impedance for signal reception.
provides stabilty to the Horn under various
conditionms. Thus, by placing the horn in the

support mount, physical and electrical

characteristics are fixed, assisting in correlating rum to

run measuraments.

The TI'EM Horn as i¢ would be mounted on

the imaging plane is irawn in Figure 2.8. The support mount

is not shown for clarity.

negligible effect on the recazived signal. Pigure 2.9 shows
the

generated by the souarce. This compares favorably with the

response

pulses

mount. {Ref.

the aperture of the horn, assuaing a unifora TEM wave peing

excited between the horn and the ground plane, is given by:

The addition of the plexiglass mount should have

of the supported horn antenna to a pulse

obtained

As noted in Pigure 2.8, the electric £field at

by Hammond vithout the plexiglass
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( Pigure 2.8. TEM Horn Receliving Antenna
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E=—o e o (2-1)

where: Y =ti:p%é§3dgog§t?he incident voltage at
h = height of aperture
k = wave number = 27T/ )\
ro, = distance of observer from the

referance point.
It can then be 2asily shown thit the receiving

antenna impulse response in the far field is: [Ref. 12]

sT(t) = - ¢ e, WZp 5 (t - 1_/c) (2.2)

where: § = impulse
Z, = load impedance

and the iapulse response of the transmitting antenna is:

t 60€°W 3
ST (t) = - T 53¢ O (t-ro/c)
where: r = distance from the aperture  to an

observer on, the image plane in the
boresight direction.

Thus the transmitting impulses response is simply
the time derivative of the receiviag impulse response. The
impulse response is a delayed iampulse, delayed in tiae by
Lo /Co and nmultiplied by a negative constant wvhich |is
dependant on the width of the antenna aperture, 4w, and the

load impedance Zz, .
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TARGET: RUN DATE DIST  ANT TGT REMARKS
{ 6-26-81 N/A H® 17?7 GEREPATOR MAVEFORNM

MANINUM PEAK UVALUE (UOLTS) 8.2328
AININUM PEAK UVALUE (VOLTS) -9,0932
RNS VALUE <VOLTS) 8.08796
HMEAN VALUE <VOLTS) 9.0000
NUNBER OF WAEFORNS MUERAGED = 1 OPTINIZATION ALUE : @
E-1V0LT DIRECT WAVEFORN
2.358

9.5¢ 1.9 §.52 2.0 2.30 3.00 3.39 4.80 4.3 3.0
Pigure 2.9. Typical TEN Horn Received Wavefora

Generally, the following limitations are
applicable to the T2H4 Horn during most TDRL
L measuremen*s: [Ref. 13]

1. The antenna 1is not in +the far field of the

+ransmitting antenna.

2. The flare angla of th= TEM Horn is not wide enough %o
receive energy froam all positions along the
transmitting antenna.

3. Wavelengths at high frsquencies may not propagate in
a %rue T2M 1nmode, resulting in attenuation and

(’ distortion. '
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The net result is a deviation £rom the ideal
results of +the impulse responses as statad above. When
Pigure 2.9 is compared with Figure 2.4, distortion of the
pulse as received by the antenna is noted. However, for
TDRL purposes, the reproduced waveform is still reasonably
faithful to the original source pulse.

C. Receiving An%tennpa -- Monopolss

Monopole antennas are also used on the TDRL
scattering range. Jdne of eleaven monopoles, ranging in
length <from 85 nmillimeters to 285 millimeters, in 20
millimeter lengths, can be chosen. Each monopole is
constructed of brass rod and is threaded on one end to allow
for ease of connection to the receiving elements.

The wmonopolss nmay be consilered center-fed
dipoles with their images in the ground plane. In effect,
they are o9oscillating electrical dipoles 1in free space.
Oscillation at freguencies related to the
quarter-wavelengths of the monopoles is to be expected.

Pigures 2.10, 2.11 and 2.12 confirm the above.
The effects of radiation lamping, dispersion and reflection
due to the iampedance discontinuity of ¢the antenna are
clearly demonstrated. From FPigure 2.4 the pulse width of
the source pulse is seen to be about 1.2 nanoseconds. This

corresponds to a wavelength of about 360 aillimeters.
40




TARGET: RUN DOATE DIST  ANT TGT REMARKS
4 §-29-8f 1.27M 2 777 ACOUIRE 93SMM ANTENNA RESPONSE

MAXINUM PEAK VALUE CUOLTS) 2.0577
MININUM PEAK VALUE CYOLTS) -.8702
RNS VALUE CUOLTS) 9.9237
MEAN VALUE (UOLTS) 0.0800
NUMBER OF WAUEFORNS AVERAGED = 1 OPTIMIZATION VALUE = @
E-2v0LT DIRECT WAVEFORM
s. 00|
9.98 - //’.\\\\\-_”7g”‘ﬁ-.-.;_fﬁ
-3. 30!,,
! £-9 sEC

2.59 1.9¢ 1.50 2.08 2.30 3.99 3.30 4.09 4,50 3.9
Pigure 2.10. 85am Yonopole Pulse Response
Figure 2.10 is ths short-pulss response of the
85am monopole. This ant2nna s alaost exactly one
quarter-wavelength in height in relation to the source
pulsewidth. I+ correspondingly produces a n1early pure
sinusoidal variation, Jdamped in tinme, as predicted by
classical antenna theory.
Pigures 2. 11 and 2.12 are the observed responses
for the 185 millimeter and 285 millimeter monopolas. As can
be seen, the antennas tend to resonate at their

quarter-wavelength periods of 2.5 and 3.8 nanoseconds
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TARGET: RUN DATE DIST  ANT TGT REMARKS
3 6-29-81 1.27M 7?7 77?7 ACQUIRE 18SMM ANTENNA RESPONSE

MAXIMUNM PEAK UALUE (UOLTS) 9.08859
HINIMUM PERK VALUE (VOLTS) -0.2907
RAS UVALUE (VOLTS) 0.09320
NEAN VALUE CUOLTS) 9.0000
!UHBER OF WAUVEFORMS AVERAGED = | OPTIMIZATION VALUE = @
- DIRECT WAUEFORM
E-2V0LT
3.00 4

[
0.00,_ /\ P, U
\/

L ) E-0 SgC
0.8 9.29 9.49 .60 9.80 1.00

Pigure 2.11. 185mam Honopole Pulse Response
respectively. Although the amplitudes of thaese twvo
aonopoles do not differ greatly (less than .08% between
their maximum peak values), the longer antenna tends to
distort the incident wave to a greater extent. This is most
readily observad vhen coaparing the root-mean-square
voltages of the %“wo waveforms. The 185 millimeter antenna
provides more effective power to the receiving circuits than
does either of the other two monopoles. The 285 millimeter
antenna dissipates a considerable aaount of energy 4in the

long period oscillations; the 85 @millimetar antenna is too
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small *o acguire the full power of the transmitting antenna.
Ther2 may then be a "best" mnonopole length for a particular
source pulse. What this length might be and wvhether the
monopoles are selective of targets according %o their

dimensions will be discussed more fully in Chapter V.

TARGET: RUN DATE DIST ANT TGT REMARKS
2 6-29-01 1,278 12 7?77 ACQUIRE 29SMM ANTENNA RESPONSE

NAXIMUN PEAK UALUE (VOLTS) 9.0861
NININUM PEAK UALUE (UOLTS) -0.0934
RMS UALUE (VOLTS) 9.9289
NEAN VALUE (UOLTS)> 9.0000
NUMBER OF WAVEFORMS AVERAGED = 1| OPTIMIZATION VALUE = @
- DIRECT WAUEFORM
E-2V0LT
s.80 i
r

o UL A

W N s —

-3.00 -

i €-8 SEC
e.00 9.5 1.00 1.90 2.00

Pigure 2.12. 285am Nonopole Pulse Respomse

All receiving antennas are couplad to the Signal

Procassing Group through a1 coaxial =2nd-coupling fitted

through the 1imaging plane. The connection poir+ is
diagranmed 1in cut-away in Figure 2.13. The antenna is
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coupled as close to the ground plane as possible. This is
particularly important for the TEM Horn to prevent
undesirable oscillations. As drawn, the threaded portion of
the aonopole (or hand tightened screw of the TEX Horn) is
jcined to a connector pin by butting <+he surfaces oI the
antenna and pin together. A coaxial cable is then connected
to the end connector and the rf signal is transferred to the
receiving circuits.

This arcangement has worked well. No
reflections or excessive attznuation of the incoming signal
due to the joint were observed. Oscillations on the TEM
Horn were minimal.

Table I 1lists the antennas currently available
to the TDRL user. The significant dimensions and pertinent
characteristics are reviewed.

d. Targets

The targets used on the TDRL scattering range
are of various dimensions. Currently, eleven are used in
imaging experiments. They are all axisyametric, closed
surfaces with edges and vertices. The targets may be broken
into three catergories according to general shape:

1. Half-cylinders

2. Half-spheres




TABLE I

TDRL Antennas

ANTENNA DESCRIPTION DIMENSIONS COMMENTS
NUMBER

1 TEM Horn Pigure 2.6 Broadband
2 Pipole 8Sam Oscillating Dipole
3 Dipole 1052m

4 Dipole 125anm

5 Dipole 145nm

6 Dipole 165na

7 Dipole 185mm

8 Dipole 205anm

9 Dipole 225mm

10 Dipole 245an

1 Dipole 265an

12 Dipole 285mn

3. Half-cones

Table II lists the targets and provides general information
about each.

There are six half-cylinders used as targets.
They are all machined from aluminum stock. The largest is
12-inches 1long with a 3-inch radius. The smallest is
3.06-inches long and 1.5-inches in radius.

A single half-cone is also usad as a target.
The cone is wmachined from the same stock as the

half-cylinders.
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Pour spheres, varying in radius from S-inches to
1.5-inches are the four remaining tarcgets. The sphaeres are
basically styrofoam balls cut in half. Bach half is covered
with heavy-duty aluminua foil to provide the proper
reflection of transient EM.

Bach of the targsts, when placed on the ground
plane, appears to the incident pulse to be airrored.
Therefore, the receiving antenna sees not the half-shapes,
but the full cylinder, cone cr sphere.

No particular problems were noted when using the
targets except for the ne=2d to anchor the spheres with
veights during inclement weather. Otherwise, <“hey have a
tendency to move on the plane due to the wind.

e, Image Plane

The final element of the 1Image Plarne Group is
the image plane itself. It is a square structure of welded
Reynolds Type AN-190 aluminua sheet. It measures about 11
meters on a side for an area of about 121 sjuare meters. It
is four millimeters thick,

Based on the above, the range clear time, which
establishes the lov frequency cut-off of the measureaent, is
greater than 36 nanoseconds. The clear time establishes
the first arrival at the measurement poiat of a reflection

froa objects surrounding the plane and the a2nd of the plane.
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TABLE II

TDRL Targets

TARGET TYPE RADIUS LENGTH MATERIAL

1 Cylinder 3n 12" Aluminua Stock
2 Cylinder 1.5% 120 Aluminum Stock
3- Cylinder 3n 6" Aluminua Stock
4 Cylinder 1.5" 6.06" Aluminum Stock
S Cylinder 3n 3.06" Aluminum Stock
6 Cylinder 1.5% 3.06" Aluminyam Stock
7 Sphere sn Al and Styrofoan
8 Sphere 4 Al and Styrofoan
9 Sphere 3n Al and Styrofoaa
10 Sphere 1.5" Al and styrofoanm
11 Cone 3.18¢% 5.94n Aluainum Stock

The main purpose of the image plane is to
isolate the ¢targets and the antennas froa the underlying
structure of the TIDRL. ) Instrumentation cables are
introduced froa under the gJround plane and are +thus kept
from interfering with ¢the measurament. The plane also
servas as *he primary support structure for both the
transmitting and receiving antenna.

No significant problems were encountered with

the image plane. Jovever, som2 disadvantages of this plane

arrangement are that only objects haviag a symmetry plane
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can be measured, and polarization aad incident angles are
limited. But, for the work intended, the image plane s2rves
its purpose well.

3. sampling Receiver and Signal Processind Group

The Signal Procassing Group consists of three
elements:

1. Digital Processing Oscilloscope (DPO)
2. Mini-Coaputer
3. Hard Copier

The Signal Processing circuits are comnected from
the output of the receiving antenna to the inpu¢ of the DPO
via 2.58 meters of RG-8A/U0 <coaxial «cable. The cable
provides some attenuation apd delay of the source signal
provided by the impulse generator. Additionally, a trigger
signal is sent to the DPO froam the pulse generator via .54
meters of RG-58C/U cable.

The lengths of the signal and trigger cable are
chosen for <conveniance and for minimum att=nuation. They
may be varied for special purpose applications such as to
accommodate a different <trigger source by providing a
necessary delay. Care must be taken not to introduce too
much delay or the received signal will ndt be wvindowed on

the CRT display of the DPO. Tha maximum practical length of
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cabling, including that to the transmitting antenna from the
pulse generator, should b2 less than 20 meters for the
current equipment configuration of the TDRL.

a. Digital Processing Oscilloscope

The Tektronix Digictal Proc:-.:iny Oscilloscope is
a computer compatible, analog to digital systenm. It is
comprised of two elemental units; a Tektronix 7704A General
Purpose 0Oscilloscope Systaa, and a P7001 Processor.
Modification of <the 7704A Oscilloscope by the addition of
various plug-in modules allows for tailoring of <¢he whole
DPO system %o the specific needs of “he TDRL. A cursory
description of the various =2lements 34 tﬁe ppo, as
applicable to the TDRL, follows.

The 7704A Oscilloscope system 15 coaposed of two
parts; the D7704 Display Unit and the a7704 acquisition
unit. Tha Display unit provides results of signal
acquisition, both real time and as stored in the P7001, It
does this by a visual interface with <the DPO in the foram of
an Oscilloscope. Additionally, <+he CRT readout is carried
over into the DPO to provide appropriate scaling om the
displays.

The A7704 acquisition unit, ¢through its modular

plug-ins, provides the means to acguire the analog signal.
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The plug-in units used in the TDRL are the S-6 Sampling Head
and ¢he 5-33 Triggser Recognizer, inserted into a 7512
TDR/Sampler.

The 7512 provides for measurement of recurring
fast-rise time signals; i.2., the source pulse and the
target back~-scatter, I* features <the means of deéermininq
vertical deflec*ion factors in millivolts; horizontal sweep
factors in seconds; a HIGH RESOLUTION switch which reduces
the waveform noise and jitter by signal averaging (10
averages per sampls point); a TIMB-DISTANCE scala which
allovs one-way distance measurements in air dielecirics; and
a locate switch which 1increases the timesdivision and
intensifies a portion of the display %o locate the tinme
window relative to the total wavefora. Pinally, the 7512
provides the means f£or the inserting and interfacing of the
plug-in heads into the DPO.

The S-6 Saapling Head is a S50-ohm loop through
input sawmpling unit. It provides the means of inputting the
signal o€ interest t5 the DPJ. This unit has a specified
rise time of 30 picoseconds or less and a bandwidth
equivalent to dc to 11.5 GHz at 3 4B down. It has a signal
range of +1volt ¢+5 =1tvolt (dc to ac peak) or 1volt
peak-to-peak. The S-6 establishes the baseline measuring

capabilities of the TDRL.
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The S-53 Trigger Recognizer permits use of the
7512 as a genaral purpose saapler. t produces a stanle
trigger signal from input sigpnals from DC to 1 GHz. It is
capable of recognizing signals having amplitudes ranging
from 10 millivolts ¢t5 2 volts peak-*to-peak into 50 oams. A
trigger pulse from the pulse generator is fed into *this unit
at the same rate as the source signal. Prigger to signal
delay is specified as 15 nanoseconds or less.

The second element of the DPO, the P7001
Processor, provides the 1link from *he DPO to the
mini-computer. This unit receives th2 analog signal
acquired from the Acquisition unit and digitizes and stores
or discards +the informatiomn, along wit appropriate scale
factors, as select2d by the operator. The method used by
the digitizer is pseudo-random sampling wi+<h one sample
taken every 6.5 microseconds. This is the maxiaum rate of
sampling. Any transient longer than 5 milliseconds or
COHERENTLY REPETITIVE signal up to the frequency liait
specified by the Sampling Head that can be displayed on the
D7704 Display Unit can be stored in iaternal wmemory along
with its scale factors. The information stored can then be
redisplayed on the CRT 2nd/or sent to +the ainicomputer for

processing, There are a gmaximum of 512 samples taken
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horzontally (9-bit word) per wavefornm. Although either X-
or T (TIME) may be spacified for this axis, <+he TDRL
primarily employs %*he time axis, Vertical resolution of the
Procassor is 1024 lavels (10-bit word). This axis is used
to measure the voltage of the back-scattar2d sigral.
b. Tektronix 4052 Mini-Computer

The minicomputer used in the TDRL is a Tektronix
4052, It is a high performance, integrat=231 graphics systea
emaploying LSI, bi-polar, 16~bit technology. The unit has a
64k-byte memory with a 300k-byte magnetic cartridge built
in. Pxtended BASIC is the high level programming language
emaployed to perform processing £functions. Al+though this
anit has many featurss worthy of note, the above are the
salient ones for the TIDRL.

C. Hard Copier

The Hard Copier used is the Tektronix 4631 Hard
Copy Unit., It provides permanent, dry copies of the graphic
and alphanumeric information displayed on the CRT storage
screen of the 4052 mini-computer.

All units described for the Signal Processing
Group were esrecially selected to perform as an integrated
systea requiring minimum interfacing. The GPIB bus is the
means of transferring information from one unit ¢o the other

in the TDRL.
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III. THEORY

This chapter is devoted to the general derivation of the
equations which are applicable to the <=ias-domain analysis
of the impulse and ramp respoases of axisymmetric, ametallic
bodias which are illuminated by an axially direc*ed incident
electromagnetic field. dhere sources providing detailed
derivations are numerous and/or adequate, the derivations in
this chapter vill be general, providing only the major
results of interest with specific constraints noted.

The time-domain integral aquations which provide
solutions for the transient elactromagnatic problem will be
considered first. They will be followed by a discussion of
the measur2ment equations and proceduras a=mployed in the
TDRL. Pinally, various ma2thods used to reduce the noise

error in acguired signals will be liscussed.

A. TINE-DOHAIN INTEGRAL EQUATIORNS

One primary problem in transient analysis of <target
impulse responses is to detarmine the shape of an unknown
object vwhen the incident £field and the response of <the
scatterer to that field are 2a priori inforzation. Numerous

time-domain tachnijues have been developed which perform
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this function. As noted in Chapter I, the earliest method
used involved the physical optics response 2£ a tody to an
incident electromagnetic fiali. The surface currents
produced an approximate impulse response tha+ was
essentially <“he second derivative of +the projected area
function of the scatterer. [Ref. 5] Howaver, +this approach
vas limited in its accuracy in that the relationship between
the impulse response and the derivativas is exact only at
the leading edge of the scattered field response, a single
point in tiae. Interactions between currants on the target
body which continue to radiate for a significant time after
the incideat field leading 2dge has propagated €further in
space alters the backscattered response of the targect.
Therefore, for an accurate solution to the probleam, these
additional currents aust be of consideratioa.

Bennett [Ref. 18] €first proposed a direct method which
"corracted” the response by coaputing the <currents flowing
on <the scatterer surface. Proam these currents, the
scattered field coull be calzulated "exactly".

In general, the remainder of this section follows the
foraat of the wmethod used by Bennett in the derivation of

integral equations for exact solutions.
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1. Zzact Ioisegral Selution
The expression for the magnetic field 34 at an
arbicrary point in space (not on the scatterer surface) |is

given by:

- 1 1 3. - . )
GORE B {7+ & 50 J(z',7) x ag ds' (3.1)

vhere: H(Z,¢t)

total magnetic field at (r,t)

ﬁi(f,t) z incident magnetic field at (r,t)

J(r',t) = surface current at (®',¢)

T = position vector to the
observation point

T = position vector to the
integration point

R = |IT-T'}

3“ = :ar'

- ¢ = time in light~-meters (one
light-meter is the time it takes
light ¢o travel one meter)

¥ = ¢-R = retarded tiae

By specializing the arbitrary space point to T, a
point on the surface of the scatterer, and then applyiang the

boundary coaditions (i.e., by causuality, 4incident field is
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zero prior to arrival of the incident pulse at a sampls
point), an integral squation for the curresat density on the

surface of the scatterer can be Iound:

x {[R—lz e b2l IE )

- - . * 1 -
J(¥,t) = 23 x Hi(r,t) + = 1 a

o ' 3.2
x aﬁ ds (3.2)

vhere: T = position vector to 2 point located on
the surface of the scatterer

Q; = unit vector normal to the surface

The first term on the right-hand side of equation
(3.2 is the source term. It represents +*he direct
influence 2f the incidsnt fiz2ld on the current at the
observation point (T,% . It is the physical optics
approximation for the surface civrent when applied to the
illuminated side of the scatterer. The integral on the
right side of equation (3.2) represents the 3influence of
currents at other surface points on the current at (?}t).
Note that the influence of othar currents sn the current at
(?,t) is delayed by R. This allows the surface current
density equation to> be solved by an i*terative numerical
procedure in the time-domain, rather than +he familiar
frequency~dosain matrix inversion process.

Once the surface currents have Dbeen found, the

far-scattered field can be calculated by using:

57

S .



S T - =_1_'-.. _:‘;_ r ;7 ) . L ' ‘
rH D) =7 57 7 00 (r',1) xa i ds (

(97}
(92}
——

wvhere: r, = distance to the far-field cbserver
4_ = unit vactor from *he integration point

r

to the far-field observer
With the substitution of the surface current
expression into the above equation, and the assumption that
the incident field is a ramp, the raesult for the backscatter

direction is:

r H3(F,t) = .1 .13 - . R
wvhere: roﬁz = backscatter ramp response of the
target
s(ts) = physical optics silhouette area of

the target

r,. = distance of the far-field observer

(-}
from the origin
t = ts*re
-,
R
" [H

-y
32& = J., correction currents resulting

from the iocident ramp wavefora.
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This result provides the <oxact relationship between
the target response and target geometry. A particular
unknown sample value at a given point in space and tiae is
determined by the 2xciting field at that same space-time

| point and by the scattered fields from earlier, more distant
locations. Note that the interactions between unknowa
samples are displaced in time by an amount =2qual to the time
required for a field to propagate between the samples at the
speed of light. The unknown samples cap be sclved at any
time step, provided all sampls values at earlier times are
P already known. Thus, by determining the unknown saaples,
i.e., the correction currents 3 ¢ and adding the

<

contribution of the target area function, s(* the target

s)'
Tamp response can be utilized to recover information

0olving the unknown dimensions.

2. Iapverse Scattering Solution
The targets eaployed in the TDRL are all
rotationally symmetric scatterers, simailar ¢to the one
| diagramed in Pigure 3.1. The jeneral constraints applicable
to the problem are that the scatterer is symametric about the
z-axis, the 4incident field is axially incident, and the

far-field is computed in the backscatter directiocn.
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Pigure 3.1. Geometry of Rotationally Symmetric Scattering
Problea
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The contour of a rotationally symmetric target is
coapletely described by the radius vector P(z) vhich
varies as a function o¢ z. The projected area function in
the plane orthogonal to the direction of ths propagation of
the field (z-axis) can be expressed simply as:

S = npz(z)

Substituting the projected area function into the
2quation for the backscatter ramp response o5f the target and
solving for (), an iaversion equation for the

rotationallly syametric case is obtainad:

~

-> - -> , \ . 1 2
o(2) = [r SR - A& [ U xa ds'lay /2 (3.5)

Thus, 9(2) is given in terms of the measur=d ramp response
{(a £ield mneasurement), and in terms of correction currents
at earlier *imes, which have been previously compu*ted or are
known to be zero.
In the TDRL, an iterative approach is employed using
astimates of the entire targat g2ometry ¢to solve for the
: contour fuaction. TIhe procedure involves five steps:
1. Neglecting tha surfacse integral providing the
correction currents, obtain the physical optics

estinate of Q (z).




4.

Determine the correction currents using the numerical
solution of eguation (3.2) for surface current
density.

Apply the <correction currents to equation (3.5) to

obtain a next estimats of e(z).

DI(Z) = [Zro H]Sz (;’t)ll/z

Compare the new value ? (z) with ‘)(z) to see if
2 '

the change is less than some small number, an sarror

factor. The normalized mean sguare error is defined

as:

S S 2
(Hy(t) - H

R Rk l(t))

€x

(Hp(2))
vhere: e: = the value to be minimized
in order to obtain the
most accurate shape
description
R:; |(t) = the k+h 2stimation of the

backscattered field.
Thus, the difference between the astimated and actual

backscattered <f£ia2lds are directly 1linked ¢to the
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difference between successive coatour functions, and,
therefore, successive shapes of the body.
5. Repeat the iteration orocess until a ninimum error is
obtained.
The above procedure was used successfully by Morag
(Ref. 15] in the Adevelopmzat of an algorithm involving
theoretical analysis of targets. This algorithma has been
integrated with the overall TDRL algorithm for inverse

scattering.

B. BACKSCATTERED WAVEPORH MEASURENENTS

The TDRL algorithm is designed to minimize <the effects
of the iapulse responses of the transamitting and receiving
antennas. Figure 3.2 diagraams the paraseters involved.

As can be seen, there are two aeasur2ment paths of
interest. The <£irst is the Direct Path Letween the
transmitting and receiving antenna. The only factors
affecting the transmitte vaveform are the intervening
distance and the impulse responses of the receiving and
transaitting antennas to the source pulse. The second path
is the Augmented Path, from the transmitting an%tenna to the
target and back to receiving antenna. Pactors effecting the

transaitted pulse in this path include the antenna impulse
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IMPULSE WIRE FREE
GENERATOR ANTENNA SPACE DIRECT
DISTANCE D PATH

(s(w)) = (H*w)) -Tw
(Hy( W)

FREE FREE
SPACE TARGET SPACE
DISTANCE D =il f~——JDISTANCE 2D
(H™(w))
(H, (w)) (Hy(w))
v
' RECEIVING
ANTENNA
(5T (w))

NOTE: Effects of wire transmitting antenna

reflections at receiving antenna considered
small -- neglected.

rigure 3.2. Signal Parametars for TDRL Measurements
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responses, the impulse response of the target and the
corrasponding intervening distances.

Three waveforns are measured: +he Direct Waveform, the
Incident Waveform and “he Augmentad Wavefora. During the
measurements, hl(t) and hz(t), rasponses Jue to the delays
of the intervening distances, are windowed out by using the
time-range gating features of the DPO.

The Direct Waveform is measured first. The transmitting
and receiving antennas are boresighted. No target is on the
imaging plane. The measured wave is <then the convolved
responses Of the source, and <+transmitting and receiving
antenna impulse responses. By using the properties of
convolution, the fraquency domain representation converts
the convolution process into a product. The frequency
domain representation cf the Direct Waveforam is:

A(eI®) = s(ednt(eI 9T (I
where: A(e’) = Direct Waveform
S () = source pulse
Hﬁe‘”) = transmitting antenna rasponse
i(e*®) = receiving antenna response

The effects of the intervening distance have been tinme

gated out. Pigure 3.3 is a representativs Direct Waveform

measured in the TDRL.
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TARGET: RUN DATE DIST  ANT TGT REMARKS
1 8-11-8f 1.2?8 ¢ 1 CYLINDER ACQUISITION AVERAGE

MAXIMUM PERK VURLUE....cccecass +289.21 mV
HININMUM PEAK VALUE..scceasosss =96.55 AV
RMS UALUE..cocecosnanvonsennse +99.358 MV
MERN VALUE. . icsscceonnsnrnnsns .80 mU
NUMBER OF WAUEFORNS M‘ERF«GED_' 21 OPTIMIZATION VALUE = 0.3

DIRECT WAVEFORM
ay

253
2680

133
100
Je

-sol’ L/ )
< \M’\

9.50 1.90 1.30 2.00 2.50 3.99 J.50 4.00 4.30 S5.90 n§

Tl

\

|
\
\

Pigure 3.3. Typical Direct Waveform--Cylinder
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The Incident Waveform is ageasured next. The imaging
plane is as set-up £for the Direct Jav=form, but the
*ime~gating is further delaysd by dAt > eliminate the
effects of the Jistance intervening between the receiving
antenna and the <*arget site. The resulting wmeasurad
vaveform is the Direct daveform delayed by dAt:

B(ejw) = A(ejw) e(jMdAt)

wvhere: B(e’“) = Incident Waveform

Figure 3.4 provides a representative time-domain Incident
#avefora measured in the TDRL.

The final wavefornm measured is the Augmented Waveform.
It is a convolution of the Dirsct Wavefora with the impulse
response of the target aad summed with <the Iacident
davefora. For this nmeasurement, the transmitting and
receiving antenna remain boresighted. A target is placed on
the image plane. The measured fregquency domain

representation is:

C(ej“) - [B(ejm) . A(ej“) Hs(ejw)]ejwdAt (3.6)

vhera: c(e'") Augmentad Waveforn

H (e’) = Target Response
Pigure 3.5 provides a representative time-domain Augmented
Wavefora measured in the TDRL for a axisymametric

half-cylinder.
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TARGET: R?N DATE DIST  ANT TGT REMARKS

8-11-8f t.2?mM 1

NAXIMUM PEAK UALUE...ccvecvases
MININUM PEAK UALUBscecectconss
RMS UALUE.cooecesasercsrananse
MEAN VALUE...c.vevoscnscacncns
NUMBER OF WAUEFORMS ARUERAGED '-21

t CYLINDER ACQUISITION AVERAGE
+4.40 Y
=3.83 my
+1.92 WV
0.00 mV
OPTIMIZATION VALUE = 3.5

INCIDENT WAVEFORM

ny

4,80

~2\

2.00

A\

NNENAYR

a.00 A \ . —
-ZQO‘ \ / &
8.59 1.98 1.%50 2.99 2,350 3,89 3.50 4,00 4.350 3,00 1S
( Pigure 3.4. Typical Incident Wavefora--Cylinder




TRRGET: RUN DRTE DIST  ANT TGT REMARKS
1 8-11-81 .21 | { CYLINDER ACQUISITION AVERAGE

MAXIMUN PEAK UALUE..eovecvnaes +4,88 my
NININMUM PEAK VALUE.«cosersonvee -6.76 nV
RMS VALUE. .cevevuvvveonssacres +2,76 nV
MEAN VALUE.ccovsveseoresonnss 8.90 my
NUNBER OF WAUEFORMS AUERAGED = 2% OPTIMI2ATION VALUE = 8.5

AUGHENTED WRUEFORM
ny

. /‘\ ¥
9.00 A

-3.00 \

0.59 1.80 1.350 2.09 2.50 3.0¢ J.50 4.00 4.50 %5.30 nS

Pigure 3.5. Typical Aagmented Waveform--Cylinder
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As can be seen from =2gquation (3.6), th2 target response
is not independant of %*he effects of <cthe impulse r2sponses
of *“he antennas. To eliminate this Jependance, the
backscatterad waveform is determined and *hen the remaining
antenna terms are theoretically =liminatel by a division
process.

The Backscattered Waveform is the difference of the

Augmented and the Incident Waveforas:
D(a79) = c(e?®) - B(eIY)

jwy ¢S, jw

= A(e?”) H® (e’™)

Pigure 3.6 is the time-3omain Backscattered waveforn
resulting from the subtraction of the waveforms in Pigures
3.5 and 3.4 respectively.
8y next dividing the Backscattered Wave by <+the Direct
#ave, all antenna influences ars eliminacted:
1S (o) - D(eI™)
A(ed™)
The target impulse response, hs(t), may now be determined by
deconvolution of the target impulse fregquency domain values.
Pigure 3.7 is a representative time-domain target impulse
response for a cylinder. Noise arrors have been minimized

by an adaptive filtering method %o be described shor:ly.
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TARGET: RUN DATE DIST ANT TGT REMARKS
1 8-11-81 1.278 | 1 CYLINDER ACQUISITION AVERAGE

anxnu" PE“K URLUE. L3R 2 DU IR BN O I B ] “. 65 Hu
MINIMUM PERK VALUE..cececassse 4,44 nV
R"s uaLuE.".'..........'ll... 01.?1 "U

MEAN VALUE. . eccocecnacsvrcras 9.00 m¥
NUMBER OF WAVEFORMS AVERAGED = 21 OPTIMIZATION VALUE = 0.3
BACK SCATTER WAVE FORM
ny
4.08

A
a.00/ / \ my/\
manbal, \[ /

! / |4

.59 1.00 1.50 2.00 2.350 3,990 3.30 4.00 4.33 3.0 nS

(_ Pigure 3.6. Typical Backscattered Haveforam--Cylinder
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TARGET: RUN DATE pDIST
1 8-11-81 1.27M

MAXINUNM PEAK UALUE.sseascovans
MINIMUM PEAK VALUE.cosuosvsose
R"s uaLUE.'..‘....'.l'...l.ll‘

MEAN UALUE. .. 0o vv00000sssa00
NUMBER OF WAVEFORMS AVERAGED = 1

ANT TGT REMARKS

1 TYPICAL CYLINDER RESPONSES
9.0884 nU
-9,8004 nV

0.98002 ny

9,90998 My
OPTINIZATION VALUE = 18

INPULSE RESPONSE

ny

9.0904

e

9.0000 i - [ '\f\\/’v

0.5 1.20 1.50 2.90 2.50 3.00 3.50 4.00 4.359 5.00 S

Pigure 3.7. TIypical rarget Iapu ¢
i PIRicay 32ta7 TR tee Response Vith Noise
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C. NOISE CONSIDERATONS

As noted in the previous section, deconvolution of the
target backscattered impulse response, lass the iapulse
responses of the antennas, 1is a central operation to the
effective use of the TDRL. The reliability of the acquired
signal to be a true response of a target to an incident
field bears directly on the accuracy of the final results as
determined by solution of the inverse integral equations for
tine~domain analysis. Any 2rrors in the data representing
the Incident Waveform and Augmented Waveform degrade the
cancellation of the division process and introduce errors in
the Dbackscattered target respoase. Also present at the
input to the DPO is noise dus to thermal el2ctron excitation
in the transaission lines and antenna surfaces as well a
that due to external atmospheric, cosmic and man-made noise
sources being received by <the horn antenna. When the
backscattered impulse response is <transformed to the
time-domain, high frequency noise in most cases forms the
dominant feature of <the waveform. An example of a typical
impulse response of a cylindar is given in Figure 3.8.
Noise errors have not been removed. Pigure 3.9 is the ramp

response for the same target.
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TARGET: RUN DATE DIST  ANT TGT REMARKS
1 8-11-81 1,274 1 ! TYPICAL CYLINDER RESPONSES
MAXIMUM PERK URLUE........ vees 9,8324 nV
NMINIMUM PEAK UALUE....c..e.. vee =9.9314 mV
RMS URALUE....... teessscsnesese 0.0126 MU
MEAN URLUE.ccvvevoovrssvsncas

9.9099 nV
NUMBER OF WAUEFORMS AVERRGED = | OPTIMIZATION VRALUE = @

IMPULSE RESPONSE

p

thy ||Hll

L
=

=
T ———
a—

e ———
o

i i

il

\hﬁ

e

'fq“fll!’pm,l”! “u

q !

9.50 1.00 1.50 2.99 2.350 3.00 3.30 4,00 4.%0 S.00

(,, Pigure 3.8. Iampulse Response--Noisy Sigrnal
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TARGET: RUN DATE

NUMBER OF WAUVEFORHS AVERAGED = 1

1 8-11-81

DIST  ANT TGT REMARKS

1.278 1 1 TYPICAL CYLINDER RESPONSES
MANIMUM PEAK UARLUE.cccesacones +53.66 mU-N
MINIMUM PEAK VALUE...cccscsaee =703.00 nU=M
RMS UALUE . coceescascssnscsses +373.03 nU-N
MEAN VALUE....cioevevscsnvsnse =285,42 mu=i

OPTIMIZATION VALUE = @

"M

-200

=400

RAMP RESPOHSE -~ TINME

P

\/\ﬂ’\'ﬁw% Wmf

0.350 1.99 1.39

Pigure 3.9.

2.00 2.39 3.30 3.350 4.99 4.30 3.00

Ramp Response--Noisy Signal
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In the TDRL, typical sources of errors in the Incident
and Augmented Waveforms are sampling errors and noise in
signal acquisition, 1leakage and aliasing errors in the
Pourier Transfomations, and rounding errors in the computer.
The error of primary concern is that involving noise 1in
signal acjuisition and in particular the enhanced
high-frequency noise resulting froa deconvolution of the
antenna responses t> obtain the impulse and ramp responses
of the target. This noise has been diraectly traced to the
structure of the data withip the input array, as will be
noted in Chapter IV.

Two methods are eaployed td> reduce noise to acceptable
levels: acquisition averaging and an op*imal compensation
technique. [ Ref. 16}

1. Acguisition Averaging

Acyuisition averaging is aimed at reducing signal
acquisition errors and noise by averaging several
acquisitions taken within a short period o2f <time. During
the process, a more serious error may be generated, that due
to signal drift with tinme. Signal averaging has been most
useful in ensuring a good target raap response. It has had
noticeable affect on making the information content of the

impulse response more available. Pigure 3.10 demonstrates
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an impulse waveform with 210 acquisitions for the same
target as for Figure 3.8. Theoretically, the R®MS noise
level should be reduced by the square root of the number of
acquisitions, N. N = 10 in Pigure 3.8, and N = 210 in
Figure 3.10. The noise reduction should be about 4.5 times.
Note that the noise level in Figure 3.10 is indeed about one
fourth that in 3.8,

Pigure 3.11 1is the corrssponding raap response.
Signal acquisition only is eamployed.

2. Qptimal Compensation Technigue

The optisal compensation ¢technigue involves the
design of a compensator (deconvolution) function operating
on the convolution output of the Incident and Backscattered
Waveforas, to produce a relatively noise-free estimated
Inpulse Response for the target. The compensator is applied
to the convolution product of the target impulse response
and the Direct Waveform to produc2 the required
deconvolution result. The design as used in <the TDRL
involves an i%eration process on a single variable with a
"pan-in-the-loop" to deteraine optimal values of the
variable.

Pigure 3.12 diagrams the design of a frequency

domain optimal compensator. The compensation principal in
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TARGET: RUN DRTE DIST  ANT TGT REMARKS
1 8-11-81 11.27M 1} 1 CYLINDER ACQUISITION AVERAGE

MAXIMUM PEAK VALUE..ceceesseee 0.0094 mV
MINIMUM PEAK VALUE...vecveesss =0.089¢ mV
RMS VALUE..vovseesrccnscnssess 9,0033 mV

MERN URLUE e csvnncvsccorssnnrse 9.0000 my
NUMBER OF WRUEFORMS AVERRGED = 2} OPTIMIZATION VALUE = @

v

| il

T I
= g i

——
prmsm——
-t
— T
e
-

—
T
————
e
—
——
em——_
-
e
— T

9.50 1.00 1.50 2.00 2.30 3.30 3.358 4.00 4.390 3.08 g

L Pigure 3.10. Impulse Respomse: No Optimization--Acquistion
Averaged
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TARGET: RUN DATE DIST  ANT TGT REMARKS
4 §-11-81 {.2v | 1 CYLINDER-ACQUISITION AVG

MAXIMUM PEAK VALUE....cevcoaee +82.97 my-M
MINIMUM PEAK VALUE.ccccscsoess =~441,33 nU-N
RMS VALUE..covcececrovsscosess +233.42 myU-H
MEAN VALUE. ., eecovevsccrcsceas =173.46 mu-M

NUMBER OF WAUEFORNS AUERAGED = 21 OPTIMIZATION UALUE = 8
RAMP RESPONSE ~- TIME
nVu-n
9_1/"~\ — - I’ﬁ\\, .
\ wa
-200
-400 \ /" Mt caanee’
A\ o
9.50 1,00 1.50 2.39 2.58 3.00 3,350 4.00 4,30 5.0 nS
(ﬁ Pigure 3.11., Ralg Response: No Optimization-~Acquistion Av-
eraged
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S Jw
s HZ (e? ™)
D(eJ” e .

Q(ejw)
Jw)

A(e

Nt T

Pigure 3.12. Pregquency Domain Optimal Compensator Design

deconvolution is to design a transfer function Q(e") to be
applied to the backscatter response D(e’”) to yield an

astimate of the target impulse response H:(e’“). That is:
1 (ed¥) = p(e?)Q(e?*) (3.7a)
= = aced9)u% (e3%)q(e??) (3.7b)

The main design criteria is to minimize ¢the energy
in the noise terms that introduce error in the estimate. The

error energy, B is given by:

LR S . j 2
E, =4 | Hy (79 -0 (o) |2 qu (3.8)

vhere: ) = frequency band of iaterest.
When the error energy is ainimized, H:(e“‘) will
equal H’(e’“) and the impulse responses will be identical,
except for the ajdition of highly enhanced random noise. 1In

this case, the compensator transfer function is:
80
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Q(e?®) o e (e79) = #> (7 (3.9)

But, this will result in an infinite, unbounded value for
w s . . .
Q(e”) as A(e") goes *o zero, yielding 2 noisy form for
g% (2®). This noise can be limited by constraianing Q(e )
o be a bounded function. Noting that the impulse response
of the *arget is bounded by physical constraints, it is
possible to keep the energy due to the convolution of the
impulse response and the designed transfer function bounded,

i.e.:

9] . R
E = ;6 I H(er) Q(er) lz dw (3.10)

The problea now is to minimize B vhile keeping E
finite, The total energy in the backscattered wave can be

defined as:

E = Ec + AEC » A 20 (3.11a)

2

2 . . . :
- 4 U HS (0 - B (eI P e iHeI“)Q(ed®) | %1du (3.11b)

vhere: ,\= optimization parameter.
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Thus, by minimizing the total error energy through
the selection of *+hs optimal value of A, *he error energy
in the estimate is also minimized. The resul+t yields an
optiazum compensator 2. (2°*) for the unknown target iapulse
response hs(t). The result is that the whole system output
is low-pass filtered with minimal 2£ffect on waveform shape.

Adhering to the design constraints listed above, it

can be shown ¢that the form of the compensating <transfer

function Q(e’o) for a given Direct Waveform A(e“’) is:
{Ref. 17]
Qel®) = A*(edY) (3.12)

[1ACeI®) )% on)

vhere: A*(e’w) = complex conjugate
Prom equation 3.7, the compensation deconvolution

process yields:

45 - D(eI%jar(ed?) (3.13)
® [ A(e?®)|T#n]

Pigure 3.13 shows the 2ffect that optimization has
on the impulse response with no sgnal acquisition averaging.

Ooptimization is 0.5. The target impulse response, while
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TARGET: RUN DATE DIST  ANT TGT REMARKS
1 39-11-31 1.278 | 1 TYPICAL CYLINDER RESPONSES

MAXIMUN PEAK UALUE.......0040s 0.0011 my
MINIMUN PERK UALUE...cccs0se.., =0.8010 my
RMS VALUE.. .cvevoenncccscnesss 0,00084 ny
MEAN URLUE...eoovvssvssereasees ©,2000 nU

NUMBER OF WAUEFORMS AVERAGED = | OPTIMIZATION VALUE = 0.5

IMPULSE RESPONSE
ny

a.381a

= TR

m

e M

0

-9.0003 | u 1
0.50 1,00 1.50 2.99 2.%0 3.00 3.%0 4.00 ¢.50 3.30 nS
«13. Response: .S timization=--
( Plgure 3.13. RRRIge:BOERCR°tieziolhs
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still noisy, is clearly discernable. Pigure 3.13 should be
compared with Figurs 3.11. ?igures 3.14 shows the effect of
optimization increased to 10. The noise is almost to%tally
2liminated. The trade-off <is that the osptimization has
reduced the amplitude of the response and spread it in
frequency. This 1is a general observation. However, it
appears that the degree of effect on ths wvaveform is a
function of the ideal optimization factor. Chapter V will
explore this concept more fully. However, 1t should be
noted that if the optimization factor 1is large enough %o
reduce the large scale features of the targest then it is too
large and should be reduced--this is the "man in the loop's"
job.

The combination of waveform averaging and
optimization on the impulse response is demonstrated in
Pigures 3.15 and 3.16. With a relatively small amount of
optimization, the target impulse rasponse is readily
apparent. See Figure 3.16. Signal acquisition averaging
also yields an inmportant advantage. Since noise is raduced
directly by the square root of the number of acquisitionms,
and because no filtering of any sort is eamployed for
averaging alone, the detailed features of the actual signal

are not eliminated as with filtering. The smaller amount of

8¢
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optianization needed results in miniaum effect by the
compansator on the shape of <the output waveforn. The
trade-off is the increased 1liklihood of error in<roduced due
to signal time dvift during th2 acguistion averaging period.

Pigures 3.17 ¢o 3.21 show the effects of signal
averaging and optimization on the Ramp Rasponses. Each
figure is presented in the same order as were the Impulse
Responses. Signal averaging is very beneficial in obtaining
an accurate ramp response. Optizization has a greater
tendency to effect the wave shape of the ramp response than
the impulse response of the target. But less optimization
is required to reduce the error noise. I+ 1is generally
possible to use the ramp esponse without optimization. The
main effect of optimization is ¢to spread the frequency

content of the ramp response. Amplitude effects are minor.

85

%




TARGET: RUN DATE
! 8-11-81

MAXINUM PEAK UALUE«ssccroccoss

DiST  ANT TGT REMARKS
t.278 1 1 TYPICAL CYLINDER RESPONSES

9.00034 mV

MINIMUM PEAK l'aLUE.Cit'l.nl... —909904 [ "]

Rﬂs u“Lquccncvouooc'-uc.c.‘-c

HERN l’“LUEI...l..'I" LR )
NUMBER OF WARUEFORMS AUVERAGED = |

9.0002 mV

8.2080 mV
OPTINIZATION VALUE = 18

ny

IMPULSE RESPONSE

9.9004

3.00802

-9.0002

{
[ \
]

Pigure 3.14G.

9.50 1.00 1.356 2.00 2,30 3.00 3.350 4.00 4.30 S5.00 s

Inpulse Response:

10 Optimization--No Acquisi-
tion Averaging
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TARGET: RUN NATE DIST  ANT TGT REMARKS
1 9-11-81 1.278 { 1 CYLINDER ACQUISITION AVERAGE

MAXIMUM PERK VALUE.coccoarvenss 2.0994 nU
MINIMNUM PERK VALUEccscosveacse -8.0091 mV
Rﬂs uaLuE........I.'...'...... a.ea:: nu

MERN VUALUE.. ssesere 2.0000 my
NUNBER OF RAUEFORMS nUERRGED s 21 OPTIMIZATION VALUE = @

IMPULSE RESPONSE

- i '
o ruldu'hwv“““& l ! mnl "“ ’ :I, Ul "'m d
= G
I
L rigure 3.15. Igpylse Response: o Optimization--210 Acqui-
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TARGET:

MAXIMUM
MININUN

1

RHS UﬁLUE......-.....-........ 9.0002 my

"EQN oﬂLUEI".‘l....I..I'II
NUMBER OF WAUEFORMS AVERAGED =

8.9000 mV

RUN DARTE DIST  ANT TGT REMARKS
8-11-81 (.27 1 1

PERK VALUE.:cseesceace 09,8019 mV
PEAK VALUE.:vccocecces =0.0009 nV

21 OPTIMIZATION VALUE = 0.5

CYLINDER ACQUISITION AVERAGE

L1

IMPULSE RESPONSE

8.90010

0.0903

M\ N

% aVais Y

f[:

A
[

v

Pigure 3.16.

0.58 1.090 1.50 2.00 2.350 3,909 3.39 4.00 4.358 3.00

I
t

apulse Response:
ions Averaged
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TARGET: R?N DATE DIST ANT TGT REMARKS

8-11-81 1.2 1 { TYPICAL CYLINDER RESPONSES

MAXIMUM PEAK VALUE...ococeeoss +33.66 nU-n
MINIMUM PEAK UALUE.csosvtsescs =700.00 nmu-M
RMS URALUE.covveescccncanecnsns +372.03 nyU-N
MEAN VALUE..ccvescvavscoceanss =283.42 uy-M

NUMBER OF WAUEFORMS AVERAGED = 1 OPTIMIZATION VALUE = @
RAMP RESPONSE -- TINME
U=
] —

|\ I

/

-600
0.59 1,00 1.%0 2.00 2.50 3,00 3,32 4,99 4,30 S5.30 nS
!
c Pigure 3.17. aal ggsponsr No Optimization--No Acquisition
Avera
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TARGET: RUN DATE DIST  ANT TGT REMARKS

1 8-11-81 1.27M

MAXIMUM PEAK UALUE..cevessesss
MINIMUM PEAK VALUE...svvsseess
RMS VALUE.cescovescssnvesvescs
MEAN VRALUE. .. covevercaccnnasn
HUMBER OF WAUEFORMS AVERAGED = |

1 TYPICAL CYLINDER RESPONSES
47,77 nU-N
-647.48 nU-M
+367.11 my-n
~279.88 mu-M
OPTIMIZATION VALUE = 9.3

RAMP RESPONSE -- TIME

nyU-N

e . - .

L NJ‘
-200 f
] \\ %

~ ,1/\_\
-600 /
9.%50 1.00 1.50 2.00 2.50 3,90 3.50 4.00 4.50 5.00 =8
C Pigure 3.18. Ramp Response: .5 Optiamization--No Acquisition
Averaging
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TARGET: RUN DATE DIST  ANT TGT REMARKS
1 8-11-8t 1.27% ! ! CYLINDER ACQUISITION AVERAGE

MAXIMUM PEAK VALUEB . cccavanssee +69.81 mU-M
MINIMUM PEAK VALUE.ccsocavoees =401.43 nU-H
RMS VALUE..couscsvavonccanssas +231.11 mU-N
MEAN VALUE....ovsvvrvesccances =170.358 mu-M
MUMBER OF WAVEFORNS AVERAGED = | OPTIMIZATION VALUE = t@

RAMP RESPONSE -- TIME

=M
sof
2] Vel I S —
-sef 3\ \ ol
-100f \ VA L
1o} 1 yE
-200[ \ /
-250f \ /
-300(. \ —
-3s0f___ —
: 400 /.
L
8.%50 1.09 1.50 2.090 2.%@ 3.828 3.%3 4.00 4.%0 5.80 nS
Pigure 3.19. R R s t -
‘ ( g ‘ez agg:gonse 10 Optiaization--No Acguisition
! 9
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TARGET: RUN DATE DIST AN
1 8-11-81 .2 |

MAXINUN PEAK URLUE. veovsrosss
HINIMUM PERK VUALUE..ocoesccoes
RMS VALUE...ovcvecsvossonnonns
MEAN VALUE...ccececervcsnoanes
NUNBER OF WAUEFORMS RUEFRAGED = 21

T TGT REMARKS
1 CYLINDER ACQUISITION AVERAGE

+70.58 mU-n
=467.93 au-p
+289.53 mu-H
~223.75 my-H
OPTIMIZATION VALUE = @

P Y

RAMP RESPONSE -- TIME

ny-N

oheee” T\,

Nl

=l

~409

Loy

8.50 1.00 1.30 2.00 2.%0 3.20 31.30 4.00 4.50 35.00 S

Ll L ) n
FPigure 3.20 tg

ap Response; No optimization--210 Acquisi-
obs Averaged
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TARGET: RUN DRTE DIST  ANT
1 9-1t1-81 1,27m |

MAXIMUM PEAK VALUE.ccesoaesocs
MININUM PEAK VALUE.ccoscscoase
RMS UVALUEB.ccvcosavscsosansenns
‘ MEAN VALUE...coesccccscccosnas
NUMBER OF HAUEFORMS RVERAGED = 21

TGT REMARKS
1 CYLINDER ACQUISITION AVERAGE

+72.25 nU-N
=4635,.94 nU=N
+288.081 ny-M
~222.20 mV=H
OPTIMIZATION VALUE = 0.3

RANP RESPONSE - TINME

nU-N

-

N L

A

/\/

NEA

N

9.50 1.00 1.30 2.00 2,30 3.00 3.30 4.90 4.30 35,00 nS

Pigure 3.21. 2133.343 onse

Average

a .5 Optimization--210 Acquisi-
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IY. OBERATING SYSTEM COMRUTER INPLEMENTAIION

A. INTRODUCTION

A set of software programs called the "Operating System®
controls the 4inpu%t, ©processing and output of information
obtained in the TDRL. It is the quality and throughness of
the Operating System that directly determines the quality of
the results obtained. In this chapter, there will be a
discussion in detail 5f the iaplementation of the Operating
Systen. It will begin by discussing the physical structure
of the tha host processor. A brief overview of the
Operating Systenm will follow, defining the basic
sub-programs that make-up the total algorithm, Finally, a
detailed description of each program will be provideqd,
emphasizing the method of implementation 2f <+he numerical
solutionmns, where applicable, and giving details of a

procedure to run th2 individual progranms.

B. THE TEKTRONIX 4052 GRAPHIC COMPUTING SYSTENM

The host processor used in <the TDRL is the Tektronics
4052 Graphic Computing Systea. It is a versatile, stand
alone microprocessor. As such, its capabilities and

linitations are important driving functions that shape the

structure of the Operating Systen,
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The 4052 has three memories. They are:

1. Read Only idemory (ROM)--a permanen*t memory that
contains the System's intslligence.

2. Random Access Memory (RAM)--working memory of the
processor's CPJ,

3. Line Buffer--small teamporary memory that allows da%a
to be written and 24dited on a display screen prior to
releasing it to ths RAM. An important editing
feature.

Built-in peripherals for the Sraphic System (GS) are a
smart keyboard (primary input), a CRT visual display screen
(primary output) and a magnetic tape unit (mass storage).
Three extenal peripheral devices extend the versatility of
the system. They are a Tektronix 4631 Hard Copy Unit (makes
paper copies of display information), a 4924 Digital
Cartridge Tape Drivs (additional mass storage) and a Digital
Procassing Oscilloscope (data acquisition). A block diagram
for the system is shown in Figure 4.1. [Ref. 18]

The Prccessor is the mair computing device. It
corrasponds to the Ca2ntral Processing Unit (CPO) found in
larger systams. It maintains the "firmware" that allows the
GS to direct system operatioms, decode ias+tructions and

perform arithmetic and logic operations.
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Pigure 4.1. Block Diagram of TDRL Graphic Systen

The General Purpose Interface provides the means for the
systea to communicate information to or receive data from
any external peripheral that is compatible with IEEE
Standard 488-1975. This interface is a bit-parallel,
byte-serial system capable of <transfering ASCII code or
machine dependant binary coda up to 8-bits wide at a maxiaum

rate of 250-k hytes/second.
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A magnetic tape data cartridge is used in the internal
magnetic and peripheral tape drive units to provide up o
300-k bytes of additional mass storage per tape. Proggans
and data may be stored on tape 4in specifically defined
"files". Piles may range in size <from 768-bytes up to the
limit of the magnetic tape storage capability. Files may be
either ASCII or binary in format. A1l files in the
Operating System are stored in Binary format to take
advantage of a peripheral “firmware"® package called the
binary loader. Binary data transfars between the processor
compiler and magnetic tapes are faster than when stored in
ASCII. This is because the processor uses binary format for
internal processing and the conversion from ASCII t> binary
format is eliminated vhen data is stored binary.
Additionally, a stored binary program <can be transfered to
the processor memory from a specified peripheral device
vithout disturbing variables and associated values
previously defined. This feature is not available to ASCII
prograas.

The GS permanent ROM has been programmed ¢to respond to
BASIC (Begianer's All-Purposa Symbolic Instruction Code), a
high~level prograamaing language first developed at Dartaouth

College. The Operating System has bsen correspondingly
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written in this language. dowever, BASIC as used by the GS
has been ex*ended to £it the 1language to <«he specialized
capabilities of Graphic System. These exteasions are in the
areas of graphics, file systeam access, unified handling of
input/output operations, matrices, character string
manipulation, high-level language interrupt handling, and
operating system facilities, A key difference between
extended GS BASIC and most other BASIC languages is that
most keywords and their parameters can be evaluated
independantly of prograa control. The r2sult is a rich,
versatile, yet simple to use programming tool.

Three peripheral RO#® firmware packages have been added
to the TDRL system to tailor it to specific needs of the
laboratory. rgey are the Signal Processing ROM Pack No. 1,
Signal Processing ROM Pack No. 2 (PPT), and the EDITOR. A

description of each is provided in Appendix 2.

C. OVERVIEW OPF THE TDRL OPERATING SYSTENM

The TDRL Operating System has been specifically designed
0 be higly operator-processor interactive. This provides
the greatest degree of flaexibility in ¢the acquisition,
processing and evaluation of electrosagnatic *ime domain

transients for target imaging.
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The total Operating System occupies 83818-bytes of nmass
storage on TDRL Library Tape 1 in three files. It requires
an additional 201628-bytes of storage in 62-files on TDRL
Library Tape 2 (Data Storage). The Operating Systea is
logically divided into three-individual prograams:

1. INPUT--for the acquisition and averaging of signals

of interest.
2. MATH--performs the significant mathmatical processing
of the acquired signals for inverse scattering.

3. GRAPH--proviles a visual display to the operator of

the results of the processing.

TABLE IIX

dass Storage TDRL Prograas

PROG RAM FILE # BYTES %
INPUT 2 24552 12
MATH 3 14256 7
GRAPH 4 42624 22

dass storage requirements of the QJperating Systea
programs are given in TABLE III. The storage requirements
listed in TABLE III are for the programs only and do not
include requirements for the necessary definition of arrays,

strings or numeric constants and variablas.

99




All programs are designed to ba as nearly independant of
each other as possible, after an initial run, <*o allow for
naximum flexibility and atility in jata usage and
avaluation. The most dependant prograam is MATH which cannot
be used without inputs froa =ither INPUT or GRAPH. The most
independant program is GRAPH which is capable of being run
with inputs from mass storage only.

A general flow diagram of the operating system is given
in Pigure 4.2. Specific named subroutines have not been
shown, The next section will describe in detail the
individual ©programs of the Jperating System and their

specific requirements and processing methods.

D. OPERATING SYSTEM PROGRAM DESCRIPTION

This section will describe in detail the individual
programs and their subroutines that make-up the Operating
Systea for the TDRL. A general description of the purpose
of each prograam will be provided first. Sources of inputs
and outputs will be ndted. A general flov diagram for the
specific program will be provided showing how all
subroutines interact. This general overview will <then be
folloved by a more detailed description of each subroutine

in the progranm. The purpose of the subroutine will be
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noted. Sources Of input and output will be defined. A
discussion of applicable aljorithms and the flow of
information will be also provided. Examples of visual
displays applicable, potential problems and correction
methods, will be discussed when warranted.

As noted, the following commentary will make frequent
referance to program generated aessages. Examples of these
messages will not be given in the body of this text, but can
be found in Appendix F, a general run of the Operating
Systenm.

. Program INPUT

INPOT provides the means to initialize and drive the
total Operating Systenm. This sub-program is stored on
Library Tape 1, Pile 2. Memory space required for its
implementation in the processor CPU is 2u552-bytes. With
all arrays and constants defined, a total of 42u69-bytes of
2eM0ry sSpace @aay be requirei. A 1listing 52f INPUT can be
reviawved in Appendix C.

INPUT 4is the front-end program for the Operating
Systea and as such, will generally be the first program to
be initiated for TDRL nmeasuraaments. Program start-up is
begun by placing Tape 1 into the 4052 built-in magnetic tape

drive, and placing Data Storage Tape 2 in the 4924 Raemote
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Tape Drive, INPOT 4is then normally placed into the CPU's
working memory undsr operator control by the issue of the
following commands from the keyboard:
PIND 2
CALL "BOLD"

Program execution is next begun by typing the command "RON"
from the keyboard.

If this 1is the first attempt to run the Operating
Systen in conjunction with the Digital Processing
Oscilloscope (it is assumed the DPO is "ON" wvhenever INPUT
is employed), the following message may appear on the GS CRT
folloving the issuance of "FIND 2%:

"No SRQ on unit in immediate line -- message number 43."
If the program is being run from any line prior to line 140
(the usual case), this message may be ignored and the
program will automatically correct the error message and
continue processing. 1If the prograa is being run subsequent
to line 140 (*he case wvhen returning to INPUT from soae
other internal file), the following command aus* be entered
from the keyboard:

POLL H,H31
Pollowing this, the regular sequence of coamands may then he

issued to start the systea.
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As noted, INPUT may alternately be 1loaded and
iritiated under prograa control from GRAPH (Pile 4).
Execution will begin following line 180 in this case. This
return to INPUT occurs in normal Operating Systea (0S)
operation after an initial run has been completed and
information is then desired for an eatirely new target.

The program specifically provides for the aeans %o
input information <concerning the <“ransient electromagnetic
response of a target. It acquires, averages and stores all
pertinent waveforms, INPUT also allows for the easy storage
of specific antenna and target dimension parameters for
coaparison when the target is Kknown exactly. This data is
permanently maintained in a library on Tape 2 in Piles 5-49.
INPOT further initializes most of the paramesters used later
in Program GRAPH for the visual display of the processed
results.

Data inputs are froma <the keyboard or internal
meaory. Outputs are to internal memory, wmass storage and
Pile 3 (MATH) . INPOT is highly operator-processor
interactive. Numerous directives and visual displays guide
the user.

The structure of the prograa consists of

11-subroutines. One (DRIVER) is of general application to
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the progran. Pive (ACAVG, INWAV, DIWAV, AUGWAV, SCATWAYV)
are specifically related to 1input, acquisition, averaging
and storage of relevant information concerning the
time-domain %transient response of the target in question.
The remaining five subroutines (ANTLOC, TGTLOC, NEWPAR,
ANTIN, TGTIN) provide special services for the operating
systea. A general flow diagram £for input is provided in
Figure 4,3 A description of each subroutine follows.
a. DRIVER

This is the main driving routine for INPUT. It
consists of 129 steps (40% of the program) from 1line 100
through line 1260. It is initiated directly under operator
control at line 100, or undar program control from GRAPH in
line 180. Data is input from the keyboard or froam the mass
storage files located on Tape 2. DRIVER will pass progras
control directly to MATH when directed.

Lines 100-300 ipitialize various variables and
dimension various arrays. Line 150 clears the General
Purpose Intaearface Bus (GPIB) o0f the DPO service regquest.
Flag ?7 (indicates whether the acquired data is destined for
use in Time Domain or Prony dethods) is set to 0 (Tiame
Domain) in line 160. P8, the run number, is initialized to

zero in line 170 and will be incremented by one in line 210
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for every crum (including the first). Various string
constants are initializad in line 240-250 and 280-290. Plag
P9 (indicates the need for initializing input parameters) is
set to 1 (input parameters reguired). Lines 320-530 provide
a menu of subroutines and functions which are available for
Operator selection. The selection of a process froa the
menu is input from the keyboard into systea variable PO. An
example of the menu is given in Appendix P.

Lines 550-570 direct the prcgram flow to the
appropriate portion of DRIVER. If the operator has selected
one of the first four subroutines, and this 1is an initial
run of the 0S5, then the time for a full scr=en sweep of the
DPO must be inputted to the program from the keyboard. The
sweep rate is put in in seconds in T1 in 1line 640 and must
be greater +than or equal to the time required for the the
DPO beanm to sweep completely across the DPJ screen.

Program control 1is now passad to> 1line 350-1070
vhere the £5lloving run descriptive parameters are input:

1. Date

2. The distance the target 1s <from the <transmitting
antenna

3. The antenna nuamber selected

4. The target number selected
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5. Explanatory reaarks
These are all keyboard entries, An exampl2 of the messages
that gquery entry o»f <the abpove parameters is given in
Appendix F.

If the run is not +the first for the Operating
System, a 3different series of inputs ars gueried. In this
case, prograa contrdl is passed to 1lines 670-840 which
generate messages on the GS asking +the operator if there is
a change in the original location of the target, if a new
antenna is to be used, or if a defined *arget is <to be
changed. The operator inputs'the alpha character "Y" or "N
for "yes"™ or "no" from the kayboard to reflect the curreat
situvation. Appendixr P displays these messages.

Lines 1000-1040 generate the input of the
anteana paraseters. These parameters arz drawn from files
stored on Data Tape 2. Zach antenna file, located in one of
the files numbered 5-24, is 3 63-element array, returned in
AS5. 1In eleaments 1 through 60 are located:

1. the run number for this particular antenna-target
coabination
2. the antenna length compensating parameter for the

antenna-targat combination
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3. the antenna amplituds compensator for the
antenna-target combination
As can be seen, antenna parametars are actually three
elements within the 1larger array, each three elements
identifying a wunigjue antenna-target combination. The
parameters in elements 61-63 are system antenna parameters
used for unknown targets. They are siaply the sua of all
Tun, antenna length compensator updates and antenna
amplitude compensator updates, The average of the last two
elements is applied t> signals acquired if the target is not
T defined from the target library. This is shown in lires
1024-1025.
The antenna amplitude compensator is a very
sensitive function of the distance the target is froa the

transmitter due to EM propagation attenuation. In line

1025, for unknown targets, and in line %4152 for defined

targets, these losses are taken in consideration by finding

the square of the ratio of ¢the targets true location on the

| plane with —referance to the transaitting antenna and the
control distance (1.27m).

After the Jdefinition of variables is coaplete,

DRIVER passes control to the appropriate function in line

‘ 1090. Line 1100 returns the display to the Menu for further
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function selection or +to line 1170 wherz2 the DRIVER passes
control %o MATH and terminates any further INPUT processing.

Ir suamary, INPUT DRIVER reguires input of
selected prograa routines and initial parameters by the
operator from the keyboar3, and requires the 0S to determine
whether the current run is the initial f5r the day or a
subsaquent one. The parama2ters are saved for 1later graph
requirents. Funtisn selection drives the appropriate
subroutines and routines. A flow diagrae for GRAPH DRIVER
is provided in Pigure 4.4,

b. Subroutine ANTLOC/TGTLOIC

ANTLOC and TGTLOC are similiar subroutines in
that they locate the appropriate antenna and target storage
arrays filed on Tape 2. Anteana parametars are located in
Piles 5-24. Target parametars are located in files 26-45,
Lines 4000-4060 contain ANTLOC. TGTLOC is found 4in lines
4100-4160. TGTLOC has the additional function of defining
the system antenna parameters for the current run, as shown
in lines 4 149-4153. Thera are no operatocr-procecessor
‘interactions during axecution of these subroutines,

C. Subroutine DIWAv/INWAV/AUGWAV
DINAV, INWAV and AUGWAV are similar subroutines.

They drive ACAVG to input the direct wavefora, +the incident
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waveforn, and the augmented wvaveforn. They allowvw the
selection by <the Operator of the number of signals to be
acquired for each wavefora by the DPO (total composite
vaveforms froam the sampler) and averaged by the 05. 2ach of
these subroutines is accompanied by a wmessage on CRT
describing the procedursz to be employed in acquiring the
particular signal. These amessages are reproduced in
Appendix P. DIWAV is locatei at lires 3000-3170. It saves
data in File 50 of Tape 2. INWAV is located at 1lines
3200-3380. It saves data in File 51. AUGWAV is located at
lines 3400-3590. It saves data in PFile 52.
d. Subroutine ACAVG

ACAVG acquires and averages the appropriate
vaveform interactively requssted by the operator froam the
processor kayboard. It also removes any dc signal that
might be included in the acguisition. This feature allows
the operator to position the desired signal anywvhere on the
OPO screen and still amaintain a true zerd> axis in later
graphic displays. Note, the signal waveform amust be
completely within the DPO screen area. ACAVG 1is 74-steps
long (23% of the pragranm) and is located in statements
2000-2730. It 4is driven by one of the appropriate input

vaveforas subroutines previously described. It returas
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results to that subroutine for later storage. It also
displays system information £or “he current signal being
acguired to the DPO screen.

Lines 2090-2130 initialize ACAVG by requesting
the operator to input the number of waveform signals to be
averaged in N2. This value is +then returned for
verification. In lines 2140-2540, the 0S writes the current
acquisiton number of the waveform to the DPO screen,
acquires and stores the signal in%o DPO nendry‘and then
transfers the signal to ¢he 4052 for further processing.

Lines 2170-2370 perform the count fuaction.
Depending on the number of waveforms desired, the count will
be for every signal (N2 less than 21), for every five
signals (N2 1less than 101) or for every ten signals (N2
greater than or equal to 101). This is done to reduce the
time required for acguisition of all signals.

Lines 2410-2430 instruct the DPO to store and
hold the waveform in DPO memory. Line 2420 stops processing
to allow for the DPO to £fully acquire the wavefora 3in a
single sweep. T1 is the la2ngth of the wait.

In lines 2440-2450, <the GS instructs the DPO %o
transfer the digitized signal from DPY? aeacry to the

microprocessor temporary storage array XO0. Lines 2470-2500
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then search the first <eight values of the array for any
obviously out of range values input by poor DPO blanking on
the signal front end, If such a value is found, <the array
element is set to discrete value 511, corresponding <o a
scaled value of 0. The vavefora is next added *o the sum of
the previous waveforms for the current acquisition in line
2530. The resultant matrix is the time sampled values of

the signal in BO:

N
BO= I X0
i=1

i (4.1)

If further acquistions are necessary, the entire process
described above is repeated. If no further acquisitons are
to be done on the current signal, +¢he ensemble average time

sampling matrix X0 is determined in line 2550:

(4.2)
X0 = BO/N2

Ary dc offset is eliminated in line 2560.

It is interesting to note the time requirad to
acquire and average signals using the solid state UOHP pulse
generator. Por ten averages of a signal, 42 seconds of
elapsed time is neede2d, or about 4.2 seconds per acquistion.
0f this, about 1 second is needed to write information %o

the DPO screen per acgqguisition. Por 21 averages, 1about 65
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seconds of acquisition ¢time is reguired, or abdbout 3.1
seconds per acguisition, This is about a 35% reduction in
acquisition time overall per signal. The improved time per
acquisition is due %to the resduced frequency with which data
in the form of the wavecount is written to the DPO screen.
for a relatively small increased investasnt of time, a
tremendous advantage is realizsd in averaging signals and
reducing polluting noise. A further decrease in acgquisition
time per signal is realized wh2an 107 or adre averages are
specified. However, as will be discussed in Chapter Vv, lack
of total signal stability amay produce errorneous results for
such a 1large nuamber of acquisitions due to the 1length of
time required.

In lines 2570-2820, the waveform scale factors
are determined and transferred to the processor. The values
are returned in N$§ (vertical magnitude scale factor) and Tt
(horizontal time scale factor). The Jdiscrete, digitized
verticle values are appropriately scaled to the correct real
time values in line 2700. The <tiae between a single
discrete sample on the horizontal axis (sampling rate) is
returned in Z1 at line 2820.

In suamary, ACAVG does the physical acquisition,

averaging and scaling of =2ach signal, It returns the
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currant waveform count to the DPQO CRT for display, and the
appropriately scaled wvavefora in 0 to the driving
subroutine for storage in ths appropriate file. I+ further
returns the appropriate horizontal and vertical axis labling
scale factors in T and M respectively. The flow diagraa
for ACAVG is provided in Pigure 4.5

The basis for this subroutine was derived by
Capt. Hammond. [Ref. 19] His program in its entirety has
been extensively modified to fit the current requireaments of
the TDRL OS.

e. Subroutine NEWPAR/ANTIN/TGTIN

NEWPAR, ANTIN and TGTIN are interactive
subroutines which allow an operator +o input new parameters
for defined antennas and targets into the wmass storage
library on Data Storage Tape 2.

NEWPAR is the driving routine <€for ANTIN and
TGTIN. It receives its input from the DRIVER and selects
either ANTIN or TGTIN. It returns the new parameters to the
appropriate file on the storage *ape. NEWPAR then detersmines
if further inputs are requirad. If not, program control is
returned to DRIVER.

ANTIN defines tha values of the parameters of

the new antenna. It requests the operator tc input the
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antenna nuaber. An array of 63 elements is then generated,
each third element being filled with aa initial antenna run
number equal to 1. All other elements are sa2t tc zero. If
the operator specifies an antenna value greater than 20, the
following message is returnei.

"STORAGE AREA LINMITED 70 20 ANTENNAS. WANT TO CONTINUE?"
This is necessary as current space liaitations limit the
number of antennas to be defined.

TGTIN defines ¢thz values of the parameters of
new targets. It requests the operator to input <he new
target number as well as the length and radius of the
target. The carraige return amust be prassed after each
entry.

NEWPAR, ANTIN and TGTIN are located in lines
4200-4800. They comprise 11% of the progran.

£. Subroutine SCATWAYV

SCATWAY determines the target backscattered
vaveforn based on the differance of the augmented and
incilent vaveforas. + returns the backscattered waveform
to storage at file 53 on Tape 2. It also sets flag P7 to the
appropriate value required for either P2rony processing
(P7=1) of Time Domain processing (p7=0). Program con<trol

is then returned to INPUT DRIVER.
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2. B2rogram JATH

MATH perfores most of the significant mathmatical
computations for the 0S. 1Its correct performance is central
in the production of accurately processed signals. MATH is
stored on Tape 1, File 3. It requires 14544~bytes of CPU
memory space. dith all arrays and constants defined, a
saximum total of 49108-bytes of aemory are required.

This sub-program is initiated under program control
only from INPUT and GRAPH. There is no interaction betveen
operator and system during MATH's execution.

Inputs to MATH are froam INPUT, GRAPH or Tape 2.
Yalues are returned to mass strorage or GRAPH.

MATH performs the following functions for the 0S:

1. Past Pourier transforms the Direct and Backscattered
wvaveforas.

2. Deteraines the frequency domain iampulse respoase.

3. Performs inverse Fourier transfora to f£ind the tinme
domain inpulse response.

4. Determines the step and ramp response for <he target.

5. Determines the physical optics shape of the target.

6. Optimally (£filters the fraquency domain 4iapulse
response, yielding a smoothed <time domain impulse
response, ramp response and physical optics shape of

the target under noisy conditions.
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7. Compensates the ramp response and optics shape for =M
propagation attenuation.

8. Updates optimal antenna parameters for *the antenna
being used, based on the targets ramp response,
automatically.

MATH is composed of four subroutines and DRIVER. A
description of each follovws. A Jeneral flow diagram for MATH
is given in Pigure 4.6.

a. MATH DRIVER

The driver routine for MATH is located between
lines 100 to 1210 and comprises 59% of the total program.
In addition to dinitializing the program and driving the
subroutines, DRIVER performs most of +the significant
mathematical conmputations in straight 1line data flow
fashion.

MATH DRIVER is ipnitiat24 at 1line 100 from INPOT
or 1line 130 froa GRAPH. Parametric data is input directly
£rom INPUT. It is recovered from mass starage in line 160
if GRAPH initiates HaTH. lines 100-221 serve to initialize
the local program parameters.

Line 250 inputs into X0 from mass storage file
53 the signal (backscattered vaveform) wanich represents the

convolved transieant responss of the transaitting antenna,
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the receiving antenna, and the target. This data is then
used to drive subroutine FPT. X0 is returned froa FPT in A
and P as the frequency domain aagnitude and phase and saved
in arrays E and =3 respectivaly.

A similar procedure 1is performed in 1lines
290-340 for “he convolved ransient response of the
transmitting and receiving antennras without target on the
ground plane. The wmagnitude and phase are returned in
arrays P and P3 respectively.

In lines 360-420, the frequency domain impulse
response of the “arget and noise optimization are performed.
Magnitude of the impulse response is returned in 20, with
phase returned in FO. The algoritha for determining *“ue
iapulse response and performing optimization were developed
in chapter III and will not be repeated hera.

Lines 440-540 perform the inverse Pourier
transfora of the freguency domain impulse response of the
target to find ts time domain equivalent. The frequency
domain data entering at line 440 1is in polar forn. This
fora is most suitable for the previously described
mathematical manipulations. It is not a suitable fora for
the inverse Pourier transform method employed by the 4052

systea. In order to perform this operation, <the magnitude
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and phase arrays must first be converted into two source
arrays containing r=2al aad imaginary dacza. Next, the first
element of the real array must contain ths signal dc term,
while the 1last real element wmust be thes Nyquist frequency
value. As both these elements represent pure real numbers,
the first and last elements of the imaginary source array
muse be correspondingly zero.

Lines 440-470 establish a FOR/NEXT loop that
returns real terms to M and imaginary teras to P. Real
teras are established by wmultiplying the polar magnitude,

E0, by the cosine of the corresponding phase PO:
M(j) = EO(§) x (cos (FO(j)) (4.3)

Imaginary terms are established by wmultiplying the polar

magnitude by the sine of the corresponding phase tera:
P(j) = EO0(j) x sin(F0(j)) (4.4)

INPUT had previously removed all dc levels prior
to MATH, so 4(1) and M (257), the dc and Nyguist terms, are
set aqual to zero in lines 480-490. Lines 500-510 set the
corrasponding imaginary terms to zero. Note that both of
these arrays aust be 257 data points long, as <the output

array vill be 512 data points.
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Data is now correctly formatted in the ¢two
source arrays so that the command "INLZAV" can interleava
the real and imaginary data into a single destina%tion array,
10, whose format is acceptable to the GS "IFT" command.

Line 540 «calls the system inverse PFourier
transform command "IPT"™ which transforms the spectral data
into wavefora (time-domain) data. The spectral data
originally in I0 is overwritten by the new time domain data
and returned in I0, I0 is now the time domain impulse
response.

The inverse Pourier transform can be expressed
mathematically by the following suammation:

N-1 .
X() = (I/N) T xy0k) eI TTRKN e nl0,1, . N-1 (4s)

k=0

In the above equation, N refers ¢to length of the array
argument, and n is an index wused in generating the various
elements of the output array. X (k) is <+the k-th coaplex
Pourier coefficient, and X(n) is the n + 1-th element of the
real data output. [Ref. 20] The 4052 uses an extreamely
fast method for IPT computations, the Sande-Tukey

decimalization-in-frequency algoritham.
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Line 620-720 save the time domain dimpulse
response (file 54), and <£frequency domain direct wavefora
(£il2z 59%), the backscattered waveform (file S6) and the
impulse response (fils S57) in mass storage.

Next, *he *ime domain step response of the
impulse is «returned to X0 in line 740 by using the 4052
WINT" routine. This is an integration calculated using the
trapezoidal rule for approximating the 3J2finite integral as
follows:

[ 4
B =0
B (t) = B(t=1) + .5 ® (A(%=1) + A (%)) (46)

for t = 2’3"."N

where: a the source array

B

the destination array (result)

¥ = the number of eleaments in the array
Any 4c value in “he result is removed through the actions of
lines 750-760.

Next, the time domain ramp response is
determined by integrating ths step response in X0. The ramp
is returned in RO. The MATH DRIVER outputs the time domain
ramp and its ainimum value in R2 to Subroutine OPTICS which
returns the physical optics shape (shape) and ramp response

coanpansated €for elsctromagnetic propagation attenuation.
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Note the shape does not as yet have the correct amplitude
values in its arzay elements.

If the run is the £irst for the target (prior to
optimization} and the target is one d2fined in mass storage,
MATH DRIVER inpu*s the last <computed antenna parameters for
the conpensator for shape lengyth (S%) and radius (S6), as
well as the actual defined lenghth (C6) and radius (CS) ¢to
subroutine ANTOP. S5 and S6 are then automatically updated.
The physical optics array is *hen multiplied by ¢the
compensator value 55 so that 1its elsments reflect the
estimated dimensions of the targets in inches. This is
based on the experimentally obsarved fact that a particular
size and configuration of stationary target will return soame
backscattered £ield relative to its size and shape. That
this value is not exactly ths same from one run to the next,
but only approximately so, is due to certain stastically
daterainable effects produced by noise, small differences in
orientation, etc. A large number of runs should produce an
averaging value which takes int> account these factors. If
the target is unknown (the general case), or the curreat run
is for noise reduction, previously computed values of the
antenna paraneters are recalled from mass storage, Por the

unknown target these compensators are the averages for all
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targets for all runs for a particular antenna. Ia fact,
OPTICS is mnot part of the data processing £low, the
compensators having been praviously determained in INPUT at
lines 1024-1025.

Following a known target run, +the miniaum value
of B0 is returned to B8. TIf ths run is not f£or cptimization
(L1=1), thsn B6, an amplitude compensation cptimization
factor is set equal to B8 and the actual length of the shape
is retained in Q9. Por graphing purposes, it is desirable
that Bé6 and Q9 not vary from optimization run to
optimization run. MATH DRIVEBR will input BO, Q9, and B6 to
subroutine OPTIM, which compensates the amplitude and length
of the physical optics shape for the low pass filtering done
to reduce noise, An arbi*rary target is treated in exactly
the same manner. (N¥Note, this effects the shape ONLY and not
the time domain ramp response during optimization.)

The above system has worked remarkably well in
deducing the actual physical parameters of both kaown and
unknown targets. for known targets, accuraéy is invariably
10% or less, Por urknown targets, this accuracy
deteriorates to about 15% or less. If the data is treated
in the raw form, with no compensation applied, accuracy is

reduced to 25% or worse, up to 50% for the unknown target.
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This can be noted on the graphic output of <the shape where
the compensated, uncompensatad and known (when given) values
of length are coampared run to run,

Lines 1000-1140 save the updated aantenna
parameters in the appropriats files, the shape array in file
58, the ¢ime domain ramp response in file 359, and
significant systeam parameters in file 60, all on mass data
storage Tape 2.

Lines 1160-1190 1is MATH DRIVER ending routine,
deleting variables 2and passing control of the program to
GRAPH (file 4) on Tape 1.

In summary, MATH DRIVER is the principal vehicle
for 0S processing for inverse scattering. A flow diagraa is
given in Pigure 4.7.

b. Subroutine FPT

PPT is the fast PFourier transforam subroutine
used tc convert the <time domain Direct and Backscattered
vaveforms to spectral data,. This subroutine is located in
lines 2000-2130 and requires 7% of the total program space.

X0 contains the real-valued signal data on which
the Pourier transfora is to be perforamed. It is input from
MATH DRIVER. Line 2060 calls the GS coamand "FPT" and

performs a fast calculation (about 4 seconds) of the DFT
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(discrete Pourier Transform), expressed 1athematically by

the summation: ([Ref., 21]

N-1 .
Xy = £ X(med2™K/N - gor keo,1,...,8/2 (4.7
n=0
where: N = array length
k = index used in  genera+ing various
Fourier coefficiants
xd(k) = k-th Pourier coefficient

X (n) n + 1-th elemant of the real data

input

After the command has executed, the original
real data will be oJverwritten by the results of the PPT
computation. The output data is in complex rectangular fora
with the first element of the array X0 containing a real
number representing the dc value of the signal, the second
element containing a3 real number representing the value of
the discrete Pourier transform at the Nyquist frequency, and
the remaining array elements containing alternately real and
imaginary Fourier coefficients.

This arrangement is not suitable for the
division that 1later takes place. In line 2070, the
rectangular array X0 is converted to polar form by calling

the GS command "POLAR". Magnitude comporents are returned
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in Srray B and pkase components are returned in array P. At
this point, subroutine PFFT returns control to MATY DRIVER
with the arrays X0, ¥ and P for further processing.

Cc. Subroutine OPTIC

Subroutine OPTIC manipulates the ramp response
of the target *o recover the physical optics shape, but it
does so without effacting in anyway the raw data. It later
coapensates bothk th2 raap ra2spopnse and the shape for ENM
propagation attenuation expsrienced along the body of the
target. Subroutine OPTIC resides in lines 2200-2700 and
comprises 25% of Program MATH.

The ramp response RO and the 1location of its
ainimum value within the array are input in%®o OPTIC from
MATH DRIVER. The mean valus of the respsase is calculated
in lines 2250-2260 and returned in R3. This value is used
later in deteramining the endpoints of the shape array.

Lines 2290-2500 is a FOR/NEXT 1loop that
seperates out *the targets shape £from the ramp array data.
The search for valid Qdata begins at the point ipn the array
equal to the locatiosn c¢f the aminimum value. It is assumed
that the ¢target will alwvays rsturn a resposnse larger than
any that might be due to range noise or other excitation.

Por the size of ¢the targasts being used, and the the
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configuration of the present source, this has always proven
to be an accura%e assumption. The FOR/NEXT loop searchs
first for a trailing-edge andpoint. This 1is done in
ascending tise steps in search of the point where the array
elements become zerd> or positive, reprasenting a zero-axis
crossing. For every value of RO less than zero, a
corresponding value is input in B0, <the shape array. If
BO(k) is a positive value, representing a zero-crossing, the
POR/NEXT loop is terminated. If BO(k) is negative, OPTIC
then checks the location of the point. It is important to
do this as noise and instabhility of input signals from an
acquisition-to-acquisition run may erroneously shift-zero
crossings or preclude zero-crossings altogsther. In these
cases, detarmination of the shape must be somewhat modified
as described below.

In 1line 2350, two situatiosons are checked.
Pirst, is the preceding array element of RO more negative
than the present element and is the present element greater
that 90% of the ramp rasponse average valua. If
affirmative, the next array element is fetched. A positive
result of this check indicates that datum is on the skirt of
the ramp response, and that the data magnitudes are

progressing towards a zero-axis crossing normally. If the
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check returns as negative, that i1s, the present array value
is more negative than the prsc2i1ing element, *han an anonaly
has occurred either 3ue to noise, or time-axis shifting. In
this case a special endpoint routine must be employed.

The second check is to deteraine if +¢he array
2lement is on the main signal portion of the response and
not the skirts. If the element amplituds is greater that
90% of the mean value, %than it is assumed that the element
is on on the skirt irregardless of the relationship between
the amplitude of the present and precelding elements. The
next datum is fetched. It can be seen that this arrangement
is subject to some error if a noisy =l2ment is encountered
just at the point where the ramp response passes the 90-th
percentile of. the signals mean value. This error is
considered relatively minor.

The 90-th percentile was chosen folliowing
numerous observations that noise or time-shift in the main
ramp response normally do not produce fluctuations that
cross this boundary. 2rror in the shape rspresentation will
be introduced if it does, in fact, cross this lievel. The
result will be a fore-shortened drawing of the target.

If +he need for an endpoint routine is

indicated, processing goes to lines 2360-2470. In line
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2360-2380, the distance the last wvalid data element
(RO (x~=1)) 1is from *the zero axis is deterained. In line
2360, the distance between the previous two valid data

elem2nts is found and returned in % (3):
W(3) = RO(k-2) - RO (k~1) )

The above is for the ascending <time series cTun of the
POR/NEXT 1loop (trailing edge). For the descending time
series, the values in the parenthesis have opposite sign.
This difference represents an approximation of the slope of
the skirt. A problem with this approximation is that it
often occurs where the slope is not as great as *he average.
The result is a somewhat 2longated figure. I+ may be
possible ¢5 defeat this problem by taking more *han two
points for the average.

In lines 2370-2380, a check is made to see if
the last valid data point is within t0-times or less of the
diffarence determined above. If it is, the actual
diffarence is returned in Q1 and wused t5 drive +he values
placed in B0 to a zero-crossing. If the difference is less
that 10% of the amplitude needed to effect a zero-crossing,
then one-tenth of the actual distance is returned in Q1. 1In

this wmanner, the shape rapidly goes to zero and an endpoint
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is determined close to the estimated =rseal 2ndpoint had a
natural zero-crossing occured. The endpoint is located wi<h
a FOR/NEXT loop between lines 2420-2470. This FOR/NEXT loop
simply iterates the valu2s of BO by Q1 until a zero-crossing
is affected. Whenever B0 becomes positive, all 1loop
processing is terminated and the endpoint is returned in
W(1) for the trailing skirt and W(2) for the leadiny skirt.

If the above procass was for the leading edge of
the ramp response, the loop is reentered and the trailing
edge check 2f the data is performed. The method employed is
identical with the above process for the lsading edge. Note
that up to this point, thke ramp response in RO has been
totally unaffected by any processing in 0PTICS. It has been
used simply as source of 1a:a,

Once the target response has been located in RO
and entéted in B0, then both arrays can be coapensated for
propagation losses experiencaed. This 1is done in lines
2570-2640. The val~e of the nominal distance the target is
from the transmitting ante2nna is r2turned in 26. A FOR/NEXT
loop in 1lines 2590-2640 corrects the arrays <£for the
astimated propagation losses. Line 2500 computes the
distance along the body the wave propagates for each sample

point in RO:
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B = (Q = W(1) * 21 * (10%8) /2 (4.9

vhere: (Q - W(!1)) *= 21 = twice the time of travel

of th2 propagated wave

In line 2610, the propagation loss compensation factor is

returned using:

U = E‘L)EZ_Z*EZ (4.10)

22

vhere: Z = range from <transaitting antenna to
target face

It is also assumed that the distance bhetween transaitting
and receiving antenna is 2. 7 is in fact the measured value
of distance read froa the "ITIME/DISTANCE" dial on the DPO.
Zach value »>f RO and B0 is ¢then aultiplied by this
compensation factor in turn. Processing continues once all
values for <the computed length have been appropriately
amended.

Line 2260 is a FOR/NEXT 1loop “hat traunsfers the
values in the array BO to the beginning of the array to
facilitate graphing. Once this is accomplished, prograa
control is returned to JATH DRIVER with the shape unscaled

for actual dimensions of the target (values are agual in
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amplitude to the compensated voltage magnitudes of “he raap
Tesponse). The ramp resonss is returna2d unefifected by any
of the above processing except for propagation at+eanuation
compensations. Pigure 4.8 provides a flow diagraa for
Subroutine OPTICS.
d. Subroutine ANTOP

This surboutine updates the specific amntenna
length and radius cospensation values if the target is one
defined from storage on Tape 2. If the target is arbitrary
in the general case, no updating occurs. ANTU? is located
between statements 3000-3080 arnd coaprises 4% of +the
progranm.

The unscaled shape array BO is input <o ANTOP
from MATH DRIVER. In lige 3060, the amplitude compensating

and scaling factor is computed using:
56= (a + 5*B)/(C*B)

vhere: S6 = scaling/compensating amplitude factor
C = radius of target

B = ainimum magnitude of physical optics
array

A = the number of previous times this
antennastarget coabination was used

S = sum of previous compensation values
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The result is simply the avaraged value of
compensation/scaling for all runs using this 9particular
antenna and target coabinatioa.

Line 3070 perforas a similar computation for S5,
updating the compensation/scaling factor for the target
length, The formula 1is idsntical except that +*he defined
targat length replaces the target radius and the observed or
measured 1length from <the plane replaces the wmiaimua
magnitude of the shape array. The concept is that slight
differences in target returns due +*o variations in target
location and orientation, noise, etc., will be averaged out
over the 1long term for any particular antenna. #hen the
target is arbitrary and there is no a priori information
then ANTUOP 1is bypassed and the average of all the
compensation/scaling factors for all targets for the
particular antenna is used. This requires <that any new
antenna be "seeded" vwith compensation/scaling factors froam
at least one run using known targets prior %to attempting to
run an arbitrary target on the antenna. What results is a
®poor man's" compensator for the currents on the body of the
target based on empiracal observations of many target
responses. It is not as accurate as the full solution of

the time domain integral equations would be, nor is the
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exact target shapa returned. What is ob*ained is an
axcellen*t estimate of the target, whethsr known of unknown,
based on an historical compilation of data for the TDRL
systam. This concept can be generalized to any system using
components which are nominally fixed, such as large scale
bistatic radars. The shape itself, a* least for simple
axisyametric ¢argets, can probably be <returned with <the
development of the proper software routines. Perhaps the
rate at which the ramp response slopes vary may be analyzed
for this purpose. Rhat 1is obtained is a method which
employes a small scale processor requiring relatively siaple
procassing to obtain accurate time domain 2stimates based on
the raap response of the target almost in real time, and
capable of being generalized to almost 2ny system 2mploying
the proper source.

The compensation/scaling factors are returned to
MATH DRIVER along with program control. B0 is unaffected as
yet by S5 or Sé6.

e, Subroutine OPTINM

OPTIN compensates <the shape array for the
effacts of low-pass filtaring of the target responses using
Riadts oOptimiza+ion techniquaz. Optimization is jone to

remove high~frequency noise teras and, for the shape, to
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improve the overall shape of the drawing. In reality,
Without compensa+ion, the drawing is less representative of
the true targets shape when optimized. Low pass filtering
will lengthen the overall shape and reduce the radius, <the
amount being relative to the wvalue »5¢& lambda, the
optimization variable. OPTIM allows for this and introduces
factors which will pin the optimized shaps to the original
form while allowing the benefits (reduced noise ripple on
the body) of 1low-pass filter noise reduction <to be shown.
OPTIM is located in lines 3100-3180 and represents 4% of the
prograa.

B0, B6, (original minimum of the unoptimized
shape), B8 (the present minimum of <the shape) and Q9 (the
original wunoptimized target length) are input from MATH
DRIVER. The amplitude OPTIM compensation is found in line
3140 by dividing B6 by B8. It is returned in B7. The nevw
compansated target 1length factor is returnsd in Q7 and is
found by dividing the present value of the length by the
original value. Finally the whole paysical ocptics shape
array is scaled by the new amplitude factor. The new values
are returned to MATH DRIVER, along with the original factors
in B6 and Q9. In fact, after the initial unoptimized run,

B6 and Q9 are constants until a new target is acquired.
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3. 2rogram GRARH

GRAPH proviles a central means to visually display
the results of procassing performed in MATH . The correct
evaluation and analysis of the acquired processed data is a
direct function of the effective reproduction of the
resultant arrays by GRAPH into a form most wuseful and
understandable to the operator. GRAPH is located on Tape 1,
Pile 4, and requires 44712-bytes of memory space.

Program GRAPH is normally initiated under prograa
control from Program MATH, in line 100. It may be initiated
directly by <the operator if the results of a previous run
have been retained in mass storage. The coamands issued by
the operator are:

PIND &4
CALL BOLD
RUN
Outputs are to the CRT or a return of control to one of the
other programs that make~up the TDRL OS. No results are
returned to mass storage,

GRAPH subroutines may be divided into three
catagories:

1. DRIVER-~provides for initialization of the program
and drives subroutines. It also passes control ¢to

the next prograam in the 0S.
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2. AXIS and labling Subroutines--establishes the axis of
all graphs and lables as appropriats, Provides for
formatting of descriptive parameters, as appropriate
builds grids for graphics. Six subroutines comprise
this group. They are AaXIS, TICKS, AXLaB, TITLE,
GRPAR, GRID.

3. Inverse Scattering--Subroutines in this section graph
the results of processing in INPUT and MATH. They
reproduce the four basic input waveforms, the Fourier
transforas of the Direct, Backscatter and Impulse
Response, the Physical Optics Shape of the target,
and the time domain ramp response. four subroutines
comprise this group. They are GRIN, GRFOUR, GROP,
and GRAMP.

A general flow diagram for GRAPH 1is provided in
Figure 4.9. A disscussion 2f all Subroutines in GRAPH
follows.
a. Graph DRIVER
As Zor INPUT and MATH DRIVER, GRAPH DRIVER is
the principal initializer and controling routine for this
program, coordinating the flow of processiang. Unlike MATH
DRIVER, GRAPH DRIVER does oot of itself perform any data
processing. That function is retained for the subroutines

exclusively.
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GRAPH DRIVER is located in lines 100-1190 and
coaprises 19% of +the total progranm. 3RAPH is completely
independant of data input from the other prograas in the 0S.
All inputs are from mass storags Tape 2 or the GS keyboard.
All results are returned to CRT display of the #4052. This
toutine is highly operator-processsor intaractive. Appendix
? describes a typical run with messages as produced.

GRAPH DRIVER is always initiated ip line 100
vhen being entered external to the GRAPH Prograa. It is
initiated from line 290 by returns from internal
subroutines. Lines 100-300 initialize the program and input
parameter data £from mass storage. Lines 320-750 develope
the correct Menu, with the function/subroutine selected
input to PO in line 760.

The Menu that 1is used in GRAPH 1Iis shown in
Apendix P, Most of the fiunctions on the menu are
self-explanatory. A few remarks concerning items 10, 11,
12, and 13 should suffice %o remove any ambiguity.

Item 10, "CONTINUE OPTIMIZATION®, initiates the
Riad low-pass filtering optimization of the impulse response
in 1lines 950-1030. Prograa control with the operator

designated optimization factor is input to Prograa MATH.
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Item 11, "“NEXT TARGET", passes prograam control
to IYPUT for the acyuisition of an entirely new target.
Parameters are retained and passed 1along with prograas
control.

Item 12, WPINISHED GRAPHING", terminates
processing. The program can b2 reiniti- .24 by typing "ROU".

Lines 820-900 select <*“he appropriate subroutine
and functions. Line 940 returns to the menu for further
selection for all iteams except 10,11, 12, 13.

The next series of subroutines to be discussed
perform the graphics axis formatting, labling and titling.
These subroutines set the anvironment +ha* makes the
information of use to an obsarver. AXIS,TICKS, AXLa3, and
TITLE are subroutinss based on prograams previously developed
by Tektronix, Inc, [Ref. 22] All have been nodified to a
greater or lesser degree dependant on the needs of the TDRL.

b. Subroutines AXIS/TICKS/AXLAB

Subroutine AXIS drives Subroutines TICKS and
AXLA3B. They perfora *he general axis definition function
for the output graphics. Subroutine AXIS serves as the
imput portal for data from the functionm subroutine that vas
chosen by the operator. The results returned to the CRT of

the GS are "neat™ ticks, labled and scaled *to the proper




values of “he input fanction. Subroutine AXIS occupies
statements 2000-2250, TICKXS is in lines 2300-2610 and AXLAB
is in statements 2700-3190. These three subroutines occupy
18% of program space.

Data input from *he function to be grapkhed are
the ainismum and maxizum horizontal values of the viewport in
V1 and V2, and th2 aminiaum and maximum vertical values of
the viewport in V3 and V4. These constants are in Graphic
Display Units (GDU). GDU's are a measure of the resolution
capability of <the 35 screen. Tha four arguments defined
abova refer to the actual liaits for the graphic information
of the Jdisplay. The GS will draw no lines outside these
limits.

Also input ¢to Subroutine AXIS from the driving
function subroutine are the ainimum and wmaximum horizontal
values of the function itself, W41 and #2, and ¢he minimua
and maximum ver+ical values, 43 and W4, These values are in
User Data Onits (UDU's). That is, in units that the user
defines, such as millivolts, seconds, me*ers, etc.

Finally, AXIS receives the valu2 of the flag SO0.
This specifies wvhether the vertical axis (S0=0) or
horizontal axis (SO0=1) is being labled. The magnitude of the

horizontal scaling function for the input wave, S1 (received
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from IYPUT), and the definitions 3in 7D0's for the vertical

axis and horizontal axis are requirced. .,
P
A

The performance of AXIS, TICKS, and AXLAB is
adequately described in the Tektronix source referances.
(Ref. 23] This repor* will describe cnly those statements
which have been <changed or modified to produce the desired
output for TDRL purposes.

Principally, the changes effect the manner ia
which the axis is lable with UDU's in Subroutine AXLAB.
These changes lie in statements 2860-3190. Three conditions
aust be checked:

1. Horizomntal (S0=0) or vertical axis (S0=1) lables?

2. Graphics of a Pourier transfora? (4<PJ<8)

3. Check amplitude of maximum vertical value (P6) in
UD0's.

TABLE IV defines the relationship between
statements in Subroutine AXLAB and the functions to be
graphed.

